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Chapter 1

Introduction

In present-day physics, it is believed that there are four fundamental interac-
tions (or forces) in nature: the electromagnetic force, the weak and strong nuclear
forces and gravity.

To describe gravity, we have a beautiful geometric theory: Einstein’s Gen-
eral Relativity Theory. Its predictions fit extremely well with observations. An
important problem of GRT is that it has not (yet) been quantized; until now it
has only a classical approach.

The electromagnetic and the two nuclear interactions are described by the
Standard Model of elementary particle physics, which also describes all known
particles. Just like GRT, its predictions agree extremely well with experiments.
However, there are some problems with the Standard Model. To name a few:

i. The Higgs boson that is needed in the Standard Model has not been ob-
served experimentally (yet).

ii. The Standard Model does not describe gravity, since the latter has no
quantum version yet, as we said before.

iii. Astronomical observations suggest the existence of forms of matter that
cannot be described with the Standard Model, such as dark matter.

iv. The Standard Model does not explain the asymmetry between matter
and antimatter.

v. The structure of the Standard Model seems quite ad hoc and arbitrary
(see for example appendix B). This does not need to be a problem,
maybe this is just the way nature works, but it would be nice to have an
explanation.

vi. In figure 1.1 the dependence on the energy scale of the three coupling
strengths of the Standard Model is plotted. You can see that the three
lines almost, but not entirely, intersect at an energy scale of about 1013 to
1016 GeV. If they did intersect, one could assume unification of the three
forces of the Standard Model at that energy scale. For this the same
thing holds as the previous ‘problem’: it is not necessarily a problem if
this unification is not a property of nature, but it would be nice if it is,
because it suggests a deeper underlying structure.
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Figure 1.1: The running of the three coupling strengths of the Standard
Model.2

There are many theories that try to deal with one or more of these prob-
lems. Two of them are relevant for this thesis: SU(5) Grand Unification and
Noncommutative Geometry:

SU(5) Grand Unification In a Grand Unified Theory, the Standard Model in-
teractions are unified at a high energy scale (the GUT scale). At lower energy
scales this theory should be the same as the Standard Model. We will study
the simplest GUT: the SU(5) model or Georgi–Glashow model (see chapter 7).

The nice thing is that from this theory the representations of the Standard
Model can be reconstructed with little input (§ 7.3); one could say it solves
‘problem’ v above. Furthermore, the model can explain charge quantization
and predicts an acceptable (but not exactly correct) value for the weak mixing
angle.

However, this model is not problem-free either:

i. It does not agree with experiments. It predicts proton decay, but the
predicted proton lifetime is excluded experimentally.

ii. As we said in problem vi, the Standard Model does not allow a GUT
relation for the couplings (i.e. equality of the three couplings). This can
be solved with certain extensions of the Standard Model, for example
with supersymmetry, such that the three lines of figure 1.1 do intersect.

2The figure is taken from: The Nobel Prize in Physics 2004, Popular Information, http://

nobelprize.org/nobel_prizes/physics/laureates/2004/public.html.
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iii. GUTs need extra gauge bosons with a mass of about the GUT scale, so
they predict a big desert where nothing happens between the electroweak
and the GUT scale. This seems very unnatural.

Despite these problems, it is still interesting to study this model, because it is
considered as a prototype for all GUTs.

Noncommutative Geometry Noncommutative geometry (NCG) is a mathe-
matical theory which generalizes Riemannian geometry. (Riemannian spin
geometry, to be more precise.) An introduction is given in chapters 2 to 4.

By considering equivalent ways to describe the same noncommutative
space, we see a structure appearing that is similar to gauge theories (chap-
ter 5). An action3 functional can be assigned to this (the spectral action, § 5.2).

For a particular choice for a noncommutative space, this action is the action
of the Standard Model, with a coupling to gravity (§ 6.2). One can say that
with this model, Einstein’s geometrical description of gravity is extended with
the Standard Model.

This is not the only thing: the right hypercharges and the Higgs mech-
anism are obtained without putting them in. Furthermore, certain relations
between the parameters of the Standard Model are obtained, such as the GUT
relation for the couplings. These relations give an expression for the top quark
and the Higgs mass at the GUT scale in terms of other parameters. If one as-
sumes the big desert, these GUT scale mass parameters can be evolved down
to the electroweak energy scale. This gives a prediction for the Higgs mass.

So far the good news. This model also has problems:

i. The action is classical; the full model has not been quantized, because of
the gravitational terms.

ii. The spacetime manifold is taken to be Riemannian, i.e. locally Euclidean.
In reality it is locally Minkowskian. Furthermore, it is taken to be com-
pact.

iii. As we said before: the GUT relation for the couplings is not allowed by
the Standard Model.

iv. Most of the calculated range of Higgs masses is excluded experimentally.
As said before: the calculation is done with the assumption of a big
desert. This means that if one would introduce new particles between
the electroweak and the GUT energy scale, this prediction of possible
Higgs masses can come out differently.

The aim of this project is to describe the SU(5) model in terms of noncom-
mutative geometry. This is discussed in the last chapter. We will see that it is
possible to construct a spectral triple that gives the right gauge theory, but we
have to introduce new fermions.

This brings us to some speculations about the implications of this model:
Maybe the new fermions change the running of the couplings in such a way

3The word ‘action’ is meant in the physics sense: a functional of the particle fields, that is
gauge invariant and leads to the equations of motion.
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that Grand Unification is allowed. And maybe, if the GUT-scale parameters
are evolved down, an acceptable Higgs mass is obtained.

However, it turns out that this model does not have the right symmetry
breaking mechanism: the SU(5) theory is not broken to the Standard Model.
From this, draw the conclusion that noncommutative geomerty does not allow
the SU(5) model. This is in concordance with a similar conclusion which is
drawn in [12] (see § 8.4).
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Part I

From Noncommutative
Geometry to the Standard

Model
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Chapter 2

C*-algebras, Gelfand Duality,
Noncommutative Topology

In this chapter we introduce the idea of noncommutative topology. In chapter 4,
it will be refined to noncommutative geometry. The notion of noncommuta-
tive topology is based on the theory of C*-algebras, which will be introduced
here. This is not meant as a rigorous treatment, the results are given without
proof. For the proofs an other background information, see [10], §§ 1.A and
1.1–3 and [14], § 1.

2.1 C*-algebras

Definition 2.1 (Banach algebra). A Banach algebra A is an associative C-algebra
that is also a complete normed space that satisfies

∀a, b ∈ A : ‖ab‖ ≤ ‖a‖‖b‖. (2.1)

If A is unital, i.e. A ∋ 1, without loss of generality one can assume ‖1‖ = 1,
by rescaling the norm.

Definition 2.2 (*-algebra). A *-algebra or involutive algebra A is an associative
algebra equipped with an involution: an antilinear map (·)∗ : A → A satisfy-
ing

∀a, b ∈ A : a∗∗ = a and (ab)∗ = b∗a∗. (2.2)

Definition 2.3 (C*-algebra). A C*-algebra A is a Banach *-algebra that satisfies

∀a ∈ A : ‖a∗a‖ = ‖a‖2. (2.3)

This is called the C*-identity.
An algebra that satisfies all conditions to be a C*-algebra, except for com-

pleteness, is called a pre-C*-algebra.

Due to the C*-identity, the norm of a C*-algebra is unique.
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Example 2.4. MN(C), the algebra of N × N matrices, equipped with Hermi-
tian conjugation and the operator norm,

‖a‖op = max
v∈CN

‖v‖=1

‖av‖, (2.4)

is a C*-algebra. (‖·‖ denotes the standard norm on CN .)

Example 2.5. Let X be a compact Hausdorff topological space. Then C(X), the
algebra of continuous C-valued functions on X, with pointwise multiplication

( f g)(x) = f (x)g(x) (2.5)

as algebra multiplication, equipped with pointwise complex conjugation

f (x) = f (x) (2.6)

as the involution and the supremum norm

‖ f ‖∞ = sup
x∈X

| f (x)|, (2.7)

is a C*-algebra.

Example 2.6. Let M be a compact smooth manifold. Then the subalgebra
C∞(M) of C(M), consisting of smooth C-valued functions on M, is a pre-C*-
algebra. It is dense in in C(M).

Example 2.7. Let H be a C-Hilbert space. Then every closed subalgebra of
B(H ), the algebra of bounded operators on H , equipped with the operator
adjoint as the involution and the operator norm,

‖a‖op = sup
v∈H
‖v‖=1

‖av‖, (2.8)

is a C*-algebra. (‖·‖ denotes the norm induced by the inner product on H .)

Note that this is a generalisation of Examples 2.4 (take H = CN) and 2.5
(take H = L2(X)). In fact, all C*-algebras are of the form of Example 2.7:

Theorem 2.8 (Gelfand–Naı̆mark (2nd)). Any C*-algebra has a representation as a
closed subalgebra of B(H ), for some Hilbert-space H .

2.2 Gelfand Duality, Noncommutative Topology

Definition 2.9 (Character). A character of a C*-algebra A is a nonzero homo-
morphism A → C. We denote the set of all characters as Σ(A ).

For a commutative C*-algebra A , Σ(A ) is called the Gelfand spectrum,
which can be regarded as a topological space.

Definition 2.10 (Gelfand transform). Let A be a commutative unital C*-alge-
bra (or Banach algebra). The Gelfand transformation is the map

·̂ : A → C
(
Σ(A )

)
, â(µ) = µ(a). (2.9)
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Theorem 2.11 (Gelfand–Naı̆mark (1st, unital case)). For every commutative uni-
tal C*-algebra A :

A ≃ C
(
Σ(A )

)
(2.10)

as C*-algebras.

This isomorphism is given by the Gelfand transformation. There is also a
way to go back: every compact Hausdorff topological space X is homeomor-
phic to Σ

(
C(X)

)
:

X ≃ Σ
(
C(X)

)
. (2.11)

This homeomorphism given by x 7→ evx, where

evx : C(X) → C, evx( f ) = f (x) (2.12)

is the evaluation map. We have now a duality between unital commutative
C*-algebras and compact Hausdorff spaces: Gelfand duality.

The same thing can be done for noncompact Haussdorf topological spaces.
Let X be one. Then C0(X), the algebra of continuous functions vanishing
at infinity, is a nonunital C*-algebra. And for a nonunital commutative C*-
algebra A , Σ(A ) is a noncompact Hausdorff topological space. So Gelfand
duality, as introduced in the previous paragraph, also holds for noncompact
spaces and nonunital algebras.

Now get to the main point of this chapter, defining noncommutative topol-
ogy. Just like a (commutative) topological space is described by a commu-
tative unital C*-algebra, we declare that a noncommutative topological space is
described by a noncommutative C*-algebra. To express it schematically:

noncommutative C*-algebras
noncommutative

topological spaces
oo //

commutative C*-algebras
(e.g. C(X))

noncommutative C*-algebras

generalize

��

commutative C*-algebras
(e.g. C(X))

topological spaces
(e.g. X)

oo
Gelfand duality

//
topological spaces

(e.g. X)

noncommutative
topological spaces

Heuristically speaking, we can say that a Cartesian product of topological
spaces corresponds to the tensor product of the corresponding commutative
C*-algebras and vice versa. This idea can be extended to noncommutative
spaces / algebras.

The idea of noncommutative geometry is to extend this from topology to
geometry. It turns out that this is not possible for any Riemannian geometry,
but according to Alain Connes, it is possible for Riemannian spin geometry,
which is a refinement of Riemannian geometry.1 Spin geometry will be dis-
cussed in the next chapter.

1We will get back on this in footnote 1 on page 25.
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Chapter 3

Spin Geometry

This chapter is an introduction to spin geometry. It is based on [10], §§ 5.1–2

and 9.1–5, [7], §§ 2.1–2 and [14], chapter 2–4. Most results are given without
proof, like the previous chapter. For proofs and more background informa-
tion, see the given references.

3.1 Clifford Algebras

3.1.1 Real Clifford Algebras

Definition 3.1 (Real Clifford algebra). Let V be a finite-dimensional R-vector
space and g a quadratic form on V . The real Clifford algebra Cl(V , g) is the
algebra generated by elements of V under multiplication · (Clifford multipli-
cation), with the condition

v · w + w · v = 2g(v, w), (3.1)

for all v, w ∈ V .

Note that Cl(V , g) ≃ ∧
V as vector spaces, which implies dim Cl(V , g) =

2dim V , and that Cl(V , 0) ≃ ∧
V as algebras (see Def. A.3i). We will always

assume that g is non-degenerate.
The structure of a real Clifford algebra is completely determined by the

dimension of V and the signature of g. Therefore we define

Clp,q = Cl(Rp+q, g),

where g(v, w) = v1w1 + · · ·+ vpwp − vp+1wp+1 − · · · − vp+qwp+q.
(3.2)

We will work with these real Clifford algebras.
In physics, Clifford algebras are known as the algebra generated by the

Dirac-γ-matrices. For example: for Minkowski space, one has Cl3,1 (or Cl1,3,
depending on the convention for the signature of the metric).

Theorem 3.2. For every real Clifford algebra:

Clp,q ≃ MN(Bm), (3.3)
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as algebras, where
m ≡ (p − q) mod 8, (3.4)

the algebra Bm is given by

B0 = R,

B1 = R ⊕ R,

B2 = R,

B3 = C,

B4 = H, 1

B5 = H ⊕ H,

B6 = H,

B7 = C.

(3.5)

(this is the so-called spinorial clock) and N is such that

N2 dimR Bm = dimR MN(Bm) = dim Clp,q = 2p+q. (3.6)

Every Clifford algebra Clp,q can be split in two linear subspaces:

Clp,q ≃ Cl+p,q ⊕Cl−p,q . (3.7)

Here Cl+p,q and Cl−p,q denote the vector spaces spanned by the resp. even and

odd products of elements of Rp+q. Cl+p,q is a subalgebra of Clp,q.

3.1.2 Complex Clifford Algebras

We can also consider complex Clifford algebras:

Definition 3.3 (Complex Clifford algebra). Let V be a C-vector space and g
a non-degenerate quadratic form on V . We define the complex Clifford algebra
Cl(V , g) analogous to Definition 3.1.

Complex Clifford algebras are completely determined by V ’s dimension.
Unlike the real case, g’s signature is irrelevant. Therefore we define

Cln = Cl(Cn, g), where g(v, w) = v1w1 + · · ·+ vnwn. (3.8)

Complex Clifford algebras can be obtained by complexifying a real ones:

Clp+q ≃ Clp,q ⊗RC. (3.9)

The complex Clifford algebras can be represented as matrices:

Lemma 3.4. For every n:

Cln ≃
{

M2n/2(C) if n is even

M2(n−1)/2(C)⊕ M2(n−1)/2(C) if n is odd
(3.10)

as algebras.

1H denotes Hamilton’s algebra of quaternions. We use the following definition:

H =

{(
α β

−β α

) ∣∣∣∣ α, β ∈ C

}
.
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One can check that this is correct by complexifying the results of Thm. 3.2.
Note that the structure of complex Clifford (a 2-fold periodicity) is much sim-
pler than the structure of the complex ones (an 8-fold periodicity).

We define the vector spaces Sn as

Sn = C
2⌊n/2⌋

. (3.11)

Cln has a irreducible representation on Sn. For even n, this representation is
faithful; for odd n, it is not.

Given an isomorphism c : Cl2k → M2k (C) or Cl2k+1 → M2k (C)⊕ M2k (C)
(called a Clifford representation), we will use the notation

c(ej) = γj, (3.12)

where e1, . . . , en is the standard basis for Rp+q. Obviously, the matrices γ1,
. . . , γp+q satisfy

γiγj + γjγi = 2g(ei, ej) = 2gij (3.13)

and generate the algebra. We demand that c is such that these matrices are
Hermitian.

Like in the real case, we define for a complex Clifford algebra Cln its odd
subspace Cl−n and even subalgebra Cl+n . For these algebras

Cl+n ≃ Cln−1 ≃
{

M2n/2−1(C)⊕ M2n/2−1(C) if n is even

M2(n−1)/2(C) if n is odd.
(3.14)

From this follows: For even n, Cl+n has a representation on C2n/2−1 ⊕C2n/2−1
=

C2n/2
= Sn, which is reducible and faithful. For odd n, Cl−n has an irreducible

and faithful representation on C2(n−1)/2 ≃ Sn.
On a Clifford algebra, an involution can be defined by

(v1 · · · · · vp)
∗ = vp · · · · · v1, (3.15)

where the bar denotes complex conjugation. Because we chose the γi to be
Hermitian, a Clifford representation respects the *-structure.

3.1.3 Chirality

Definition 3.5 (Grading). On a Clifford algebra Cln a Z2-grading χ can be
defined as the automorphism given by

∀v ∈ C
n : χ(v) = −v, (3.16)

or equivalently:
∀a ∈ Cl±n : χ(a) = ±a. (3.17)

Definition 3.6 (Chirality element). We define the chirality element of a Clifford
algebra Cln as

Γ = (−i)⌊n/2⌋e1 · · · · · en. (3.18)
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It is independent of the choice of the basis e1, . . . , en, as long as it is oriented
and orthogonal: Let h ∈ SO(n), so he1, . . . , hen is also an oriented orthogonal
basis. Then

(−i)⌊n/2⌋he1 · · · · · hen = (−i)⌊n/2⌋ ∑
i1,...,in

hi11 · · · hinn ei1 · · · · · ein

= (−i)⌊n/2⌋ ∑
i1,...,in

hi11 · · · hinn εi1 ...in e1 · · · · · en

= det h Γ = Γ,

(3.19)

where we used in the second step that

ei1 · · · · · ein

=





e1 · · · · · en if (i1 . . . in) is an even permutation of (i . . . n)

−e1 · · · · · en if (i1 . . . in) is an odd permutation of (i . . . n)

0 otherwise





= εi1 ...in e1 · · · · · en.

(3.20)

Γ is self-adjoint:

Γ∗ = i⌊n/2⌋en · · · · · e1 = (−)(n−1)+(n−2)+···+2+1i⌊n/2⌋e1 · · · · en

= (−)n(n−1)/2i⌊n/2⌋e1 · · · · · en = (−)⌊n/2⌋i⌊n/2⌋e1 · · · · · en = Γ
(3.21)

and unitary:
Γ∗ · Γ = en · · · · · e1 · e1 · · · · · en = 1. (3.22)

So
Γ · Γ = 1. (3.23)

Another property of Γ is:

Γ · a · Γ =

{
χ(a) if n is even

a if n is odd,
(3.24)

because

Γ · ei = (−i)⌊n/2⌋e1 · · · · · en · ei

= (−)n−1(−i)⌊n/2⌋ei · e1 · · · · · en = (−)n−1ei · Γ.
(3.25)

Because Γ, and hence c(Γ), is unitary and self-adjoint, c(Γ)’s eigenvalues
are 1 and −1. The corresponding eigenspaces we call S+

n and S−
n . In physics,

this is interpreted as the two (left- an right-handed) chiralities.

3.1.4 Charge Conjugation

As said in § 3.1.2, if one complexifies a real Clifford algebra (eq. (3.9)), one
looses certain structure: the signature of the bilinear form. This structure can
be recovered by introducing an antiunitary2 operator C on Sn with

C2 = ε ∈ {1,−1}. (3.26)

2i.e. anti-linear and unitary
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In physics, this operator is interpreted as charge conjugation.3

The sign ε is 1 if the underlying real Clifford consists of matrices over R

(m ∈ {0, 1, 2}, where m is given by eq. (3.4)) and −1 if it consists of matrices
over H (m ∈ {4, 5, 6}). In the complex case (m ∈ {3, 7}) both things could
occur.

The following relation exists between χ and C:

∀a ∈
{

Cln if n is even

Cl+n if n is odd

}
: Cc(a)C∗ = c

(
χ(a)

)
. (3.27)

This implies

CγiγjC∗ = γiγj (3.28)

for all n, and for even n:
CγiC∗ = −γi. (3.29)

In the field of noncommutative geometry, it is customary to choose C such
that is reconstructs Cl0,n from Cln.4 This gives the following values for ε as
funcion of n:

n 0 1 2 3 4 5 6 7
m ≡ −n mod 8 0 7 6 5 4 3 2 1

ε 1 1* −1 −1 −1 −1* 1 1
. (3.30)

Because of the periodicity of the spinorial clock, we only consider the first 8
dimensions.

The two εs marked with a * need some explanation. Consider Cl5. Recall
from (3.14) that Cl+5 ≃ Cl4, so we can define C on Cl+5 to be given by the
charge conjugation on Cl4 and extend this to the whole Cl5. This operator
commutes with the elements of Cl+0,5 (see eq. (3.27)). It turns out that it also

commutes with the elements of Cl−0,5.5 The same thing can be done for Cl1.

We introduce the sign ε′ as

∀a ∈ Cl−0,n : Cc(a) = −ε′c(a)C, (3.31)

or equivalently:

Cγi = −ε′γiC. (3.32)

We already saw that for even n ε′ = 1 (eq. (3.27)) and for n = 1 and 5 ε′ = −1.
It turns out that ε′ = 1 also for n = 3 and 7.

For even n, the third sign ε′′ is defined to be such that

Cc(Γ) = ε′′c(Γ)C. (3.33)

It can be calculated as
ε′′ = (−)n/2, (3.34)

because

Cc(Γ) = C(−i)n/2γ1 · · · γn = in/2γ1 · · · γnC = (−)n/2c(Γ)C. (3.35)

3In [10], the operator C(·)C∗ is called the charge conjugation operator instead of C.
4According to [14], § 3.6.
5In [14], § 3.6 it is stated that it anticommutes. This is related to the extra −-sign we have in

eq. (3.31), in comparison with [14]. This sign convention is chosen to obtain eq. (3.75).
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These ideas are expressed in Connes’ sign table:

n mod 8 0 1 2 3 4 5 6 7
ε 1 1 −1 −1 −1 −1 1 1
ε′ 1 −1 1 1 1 −1 1 1
ε′′ 1 −1 1 −1

(3.36)

3.2 Spin Groups

Definition 3.7 (Spin groups). We define the groups Spin(n) and SpinC(n) as
follows:

Spin(n) = {ζv1 · · · · · vp | p even, ζ ∈ µ2, ∀i : vi ∈ R
n, vi · vi = 1}, 6 (3.37)

where Clifford multiplication · is taken from the algebra Cln,0, or equivalently
Cl0,n, and

SpinC(n) = {ζv1 · · · · · vp | p even, ζ ∈ U(1),

∀i : vi ∈ R
n, vi · vi = 1},

(3.38)

where · is taken from the algebra Cln.
They are a groups under Clifford multiplication and the inverse is given

by

(ζv1 · · · · · vp)
−1 = ζvp · · · · · v1. (3.39)

Spin(n) is contained is Cl+n,0, which is contained in Cl+n ≃ Cln−1 and

SpinC(n) is also contained in Cl+n ≃ Cln−1.
The map

λ : Spin(n) → SO(n), λ(x)v = x · v · x−1 (3.40)

(one can show that it indeed maps to SO(n)) is a surjective group homomor-
phism with ker λ ≃ µ2. This means that Spin(n) is a double cover of SO(n),
because it can be shown that Spin(n) is connected (for n ≥ 3). A similar thing
is going on in SpinC(n): λ extends to the surjective homomorphism

λC : SpinC(n) → SO(n) (3.41)

with ker λC ≃ U(1).

3.3 Spin Manifolds

Before we can introduce the notion of spin geometry, we need a different view-
point of Riemannian geometry. Mostly, a Riemannian manifold is regarded as
a manifold M with a inner product (which is positive definite) on the tangent
spaces. An alternative definition is:

6µ2 = {1,−1}, see footnote 1 on page 73.

17



Definition 3.8 (Oriented Riemannian manifold). An oriented Riemannian man-
ifold is an oriented manifold M (dim M = n) together with a principal SO(n)-
bundle over M, SO(M) (called the orthonormal frame bundle), and an explicit
isomorphism

SO(M)×SO(n) R
n ≃ TM. (3.42)

SO(M)×SO(n) Rn is a vector bundle over M with typical fibre Rn. What
this definition means exactly is explained in [14], § 3.3, but what this expresses
is the SO(n) freedom for choosing local bases. Orthogonality is needed to pre-
serve the Riemannian structure, positive determinants are needed to preserve
the orientation.

Analogously, we define Riemannian spin and spinC manifolds as:

Definition 3.9 (Riemannian spin and spinC manifold). i. A Riemannian spin
manifold is an oriented manifold M (dim M = n) together with a princi-
pal Spin(n)-bundle Spin(M) and an explicit isomorphism

Spin(M)×Spin(n) R
n ≃ TM. (3.43)

Spin(M) acts on Rn via the representation (3.40).

ii. A spinC manifold is an oriented manifold M (dim M = n) together with
a principal SpinC(n)-bundle SpinC(M) and an explicit isomorphism

SpinC(M)×SpinC(n) R
n ≃ TM. (3.44)

SpinC(M) acts on Rn via the representation (3.41).

Every Riemannian spin or spinC manifold is an oriented Riemannian man-
ifold, but the other way around is not necessarily so.

In above definitions, Spin(n) and SpinC(n) act on Rn, but recall there is
also the spinor representation. We use this to define the spinor bundles:

Definition 3.10 (Spinor bundle). Let M be a n-dimensional Riemannian spin
manifold. We define the spinor bundle as the complex vector bundle over M

S = Spin(M)×Spin(n) Sn. (3.45)

Its fibres are Sx ≃ Sn. Sections of the spinor bundle (this set is denoted by
Γ(S)) we call spinors.

We can define an inner product on Γ(S):

(ψ1, ψ2)Γ(S) =
∫

M
dnx

√
g 〈ψ1(x), ψ2(x)〉Sx

, 7 (3.46)

where 〈·, ·〉Sx
is the standard inner product on Sx ≃ Sn. We define L2(M, S)

as the Hilbert space obtained by completion of Γ(S) in the norm induced by
(3.46).

Definition 3.11 (Clifford bundle). Let M be an n-dimensional spin manifold.
We define its Clifford bundle Cl(M) as the algebra bundle over M

Cl(M) = Spin(M)×Spin(n) Cln . (3.47)

7√g is the usual short-hand notation for
√

det g.
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Its fibres are Clx(M) ≃ Cln. Because Cln has a representation c on Sn,
Cl(M) has a representation on S, which we also call c.

Locally, Γ
(

Cl(M)
)
, the algebra of sections of Cl(M), has generators

γµ = γae
µ
a , (3.48)

where the γa are given by (3.12) and the ea
µ are vielbeine:

δabe
µ
a eν

b = gµν, 8 (3.49)

where µ, ν denote local indices on M and a, b indices on the tangent space.
The γµ satisfy

γµγν + γνγµ = 2gµν, (3.50)

analogous to (3.13).

3.4 Chirality & Charge Conjugation on Spin Mani-

folds

The chirality element of a Clifford algebra Γ : Sn → Sn
9 induces a chirality

element on a spin manifold, which we also call Γ:

Γ : Γ(S) → Γ(S), (Γψ)(x) = Γ
(
ψ(x)

)
, (3.51)

for ψ ∈ Γ(S). This new Γ is self-adjoint and unitary (with respect to the inner
product (3.46)) and Γ2 = 1. The analogue of eq. (3.25) is

Γγµ = (−)n−1γµΓ. (3.52)

The same thing can be done with the charge conjugation operator C:

C : Γ(S) → Γ(S), (Cψ)(x) = C
(
ψ(x)

)
. (3.53)

The new C is also unitary, it is C∞(M)-antilinear and C2 ∈ {1,−1}.
If we assume that the charge conjugation operator on Sn satisfies Connes’

sign table (3.36), our new C does too, where the signs are given by

C2 = ε, (3.54a)

Cγµ = −ε′γµC, (3.54b)

CΓ = ε′′ΓC, (3.54c)

analogous to equations (3.26), (3.31) and (3.33).
Recall that a Clp,q can be reconstructed from Clp+q with a charge conjuga-

tion operator. With this new notion of charge conjugation, the same thing can
be done for spin manifolds from spinC manifolds.

8Einstein’s summation convention is used.
9Actually, we should write c(Γ) instead of Γ, but we drop the symbol c.
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3.5 The Spin Connection

Recall that every Riemannian manifold (M, g) admits a unique Levi-Civita con-
nection

∆g. If M is also spin, the Levi–Civita connection induces a connection
on the spinor bundle:

Definition 3.12 (Spin connection). On a compact Riemannian spin manifold

M, the spin connection

∆S is the unique connection acting on spinors that com-
mutes with C and satisfies the following Leibniz rule:

∆S(c(α)ψ
)
= c(

∆gα)ψ + c(α)

∆Sψ, (3.55)

where α ∈ Γ
(

Cl(M)
)

and ψ ∈ Γ(S). This can be written in a more compact
way as

[

∆S, c(α)] = c(

∆gα). (3.56)

We write the spin connection locally as follows:

∆S
µ = ∂µ + ωµ, (3.57)

where ωµ(x) ∈ End(Sx) is analogous to the Christoffel symbol.
The curvature of the spin connection turns out to be

ΩS
µν = [

∆S
µ,

∆S
ν ] = ∂µων − ∂νων + [ωµων] =

1
4 Rµνξπγξγπ , (3.58)

where Rµνξπ is the Riemann–Christoffel curvature tensor. (See [10]: Prop. 9.9
and the proof of Thm. 9.16.)

3.6 The Dirac Operator

Recall that in the flat case the Dirac operator is defined as

/D = iγi∂i. (3.59)

We include a factor i, to make it Hermitian. The square of the Dirac operator
gives the Laplacian:

(iγi∂i)
2 = −δij∂i∂j. (3.60)

This inspires us to define:

Definition 3.13 (Dirac operator). On a compact Riemannian spin manifold,
the Dirac operator /D acting on Γ(S) is (locally) defined as follows:

/D = iγµ ∆S
µ. (3.61)

For a global definition, see [10], Def. 9.11.
Like in (3.59), we included a factor i, to make /D Hermitian. For a proof,

see [10], Prop. 9.13. Actually, it can be shown that /D is self-adjoint for the right
choice for its domain ([10], Thm. 9.15).

Let us see what happens if we square /D:
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Theorem 3.14 (Lichnerowitz formula). On a compact spin manifold, the square of
the Dirac operator is

/D2 = ∆S + 1
4 R, (3.62)

where ∆S is the spinor Laplacian:

∆S = −gµν ∆S
µ

∆S
ν + Γµ ∆S

µ. (3.63)

Γµ is a short-hand notation for

Γµ = gνξ Γ
µ
νξ , (3.64)

where Γ
µ
νξ denotes the Christoffel symbols of the second kind of the manifold. R is the

scalar curvature.

Proof. First, we calculate the commutator of

∆S
µ and γν, using (3.48), (3.56) and

∆g
µeν

a = −Γν
µξe

ξ
a (see [10], just below eq. (7.13)):

[

∆S
µ, γν] = [

∆S
µ, γaeν

a ] = γa ∆g
µeν

a = −γaΓν
µξe

ξ
a = −Γν

µξγξ (3.65)

Using this, we get for /D2:

/D2 = −γµ ∆S
µγν ∆S

ν = −γµγν ∆S
µ

∆S
ν + γµγξ Γν

µξ

∆S
ν . (3.66)

The first term can be rewritten as

− γµγν ∆S
µ

∆S
ν = −gµν ∆S

µ
∆S

ν − 1
2 γµγν[

∆S
µ,

∆S
ν ] = −gµν ∆S

µ
∆S

ν +
1
4 R, (3.67)

where we use that

γµγν[

∆S
µ,

∆S
ν ] =

1
4 Rµνξπγµγνγξγπ = − 1

2 R, (3.68)

which follows from (3.58) and the symmetries of the Riemann–Christoffel ten-
sor (see [10], proof of Thm. 9.16). The second term can be rewritten, using the
Clifford identity (3.50) and the symmetry of Christoffel symbols, as

γµγξ Γν
µξ

∆S
ν = Γν ∆S

ν . (3.69)

Adding these two terms gives

/D2 = −gµν ∆S
µ

∆S
ν + Γν ∆S

ν +
1
4 R = ∆S + 1

4 R. (3.70)

As we expect, the Lichnerowitz formula reduces in the flat case to (3.60).

Lemma 3.15. i. For all a ∈ C∞(M), the operator [ /D, a] equals:

[ /D, a] = iγµ∂µa. (3.71)

ii. This operator is bounded.

Proof. i. Using Def. 3.13 and (3.56), we get:

[ /D, a] = iγµ[

∆S
µ, a] = iγµ ∆g

µa = iγµ∂µa. (3.72)

(This can also be proved by using the local form of the spin connection
(eq. (3.57)).
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ii. It turns out that (see [10], proof of Prop. 9.12)

‖[ /D, a]‖2
op = ‖γµ∂µa‖2

op = ‖gµν(∂µa)(∂νa)‖∞, (3.73)

which is finite, since a is smooth and M is compact.

To conclude, note that

Γ /D = iΓγµ ∆S
µ = (−)n−1iγµ ∆S

µΓ = (−)n−1 /DΓ, (3.74)

where we used that Γ and

∆S commute10 and eq. (3.52), and

C /D = −iCγµ ∆S
µ = iε′γµ ∆S

µC = ε′ /DC, (3.75)

where we used eq. (3.54b) and [C,

∆S] = 0 (see Def. 3.12).

10See [10], the remark with equations (9.33a and b)..
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Chapter 4

Spectral Triples,
Noncommutative Geometry

In this chapter, the notion of noncommutative geometry in introduced, using
the ideas of the previous two chapters. See also: [10], part III, [4], ch. 1, § 10

and [14], § 5.

4.1 Spectral Triples, Noncommutative Geometry

Recall from § 2.2 the Gelfand duality between topological spaces and com-
mutative C*-algebras and from this the notion of noncommutative topology.
According to Alain Connes, this idea can be extended from topology to spin
geometry. The role of the *-algebras is replaced by the following structure:

Definition 4.1 (Spectral triple). A spectral triple is a triple (A , H , D), where:

i. A is a pre-C*-algebra,

ii. H is a Hilbert space,

iii. there is a faithful unital *-algebra representation π : A → B(H ) of A

as bounded operators on H (which we will not always write explicitly),

iv. D is a self-adjoint operator on (a dense subspace of) H (called Dirac
operator),

v. and for all a ∈ A , [D, a] is a bounded operator.

There are more axioms, see for example [10], § 10.5.

Example 4.2 (Canonical spectral triple). Let M be a Riemannian spin manifold
with spinor bundle S and Dirac operator /DM. Then

(
C∞(M), L2(M, S), /DM

)
, (4.1)

where C∞(M) acts on L2(M, S) by pointwise multiplication, is a commutative
spectral triple (i.e. its algebra is commutative). This is called the canonical
spectral triple for the manifold M.
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Example 4.3. The triple
(
MN(C), MN(C), 0

)
, (4.2)

where MN(C) acts on itself by matrix multiplication, and the inner product
on MN(C) is given by the Hilbert–Schmidt inner product:

〈A, B〉HS = Tr(A∗B), (4.3)

is a spectral triple.

One can regard these two examples as analogies of respectively Examples
2.5 and 2.4 (with the difference that the algebra MN(C) is represented on CN

in 2.4 and on MN(C) here). As we will see, Example 4.2 is the motivation to
define spectral triples.

Spectral triples can be dressed up with some extra structure:

Definition 4.4. (Even spectral triple) An even spectral triple (A , H , D, Γ) is a
spectral triple (A , H , D) with a self-adjoint unitary operator Γ on H which
is a Z2-grading with the properties:

Γ2 = 1, (4.4a)

ΓD = −DΓ, (4.4b)

∀a ∈ A : Γa = aΓ. (4.4c)

Definition 4.5. (Real spectral triple) A real spectral triple (A , H , D, (Γ, )J) of
KO-dimension n ∈ Z8 is a (possibly even) spectral triple (A , H , D (, Γ)) with
an anti-unitary map J on H with the properties

J2 = ε, (4.5a)

JD = ε′DJ, (4.5b)

JΓ = ε′′ΓJ (in the even case), (4.5c)

∀a, b ∈ A : [a, b◦] = 0, (4.5d)

and
[
[D, a], b◦

]
= 0, (4.5e)

where ε, ε′, ε′′ ∈ {1,−1} depend on the KO-dimension n according to Connes’
sign table:

n 0 1 2 3 4 5 6 7
ε 1 1 −1 −1 −1 −1 1 1
ε′ 1 −1 1 1 1 −1 1 1
ε′′ 1 −1 1 −1

, (4.6)

and
b◦ = Jb∗ J∗. (4.7)

Eq. (4.5e) is called the order-one condition.

Lemma 4.6. Consider a real spectral triple. The operation (·)◦ of eq. (4.7) is a linear
map on the algebra A , which satisfies

a◦◦ = a, (ab)◦ = b◦a◦ and a∗◦ = a◦∗. (4.8)

for all a, b ∈ A .
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Proof. It is linear, because

(λa)◦ = Jλa∗ J∗ = λJa∗ J∗ = λa◦ (4.9)

for λ ∈ C. The other three properties are fulfilled, because:

a◦◦ = J(Ja∗ J∗)∗ J∗ = J JaJ∗ J∗ = ε2a = a,

(ab)◦ = J(ab∗)J∗ = Jb∗a∗ J∗ = Jb∗ J∗ Ja∗ J∗ = b◦a◦,

a∗◦ = JaJ∗ = (Ja∗ J∗)∗ = a◦∗.

(4.10)

Remark 4.7. Because of this Lemma, together with (4.5d), we can say that (·)◦
implements an opposite *-representation of A on H .

The motivation for these even and real structures arises from the notions
of chirality and charge conjugation of a spin manifold (see § 3.4); they are the
even and real structures for the canonical spectral triple:

Example 4.8. If M is an n-dimensional (n is even) Riemannian spin manifold
with chirality element ΓM and charge conjugation CM,

(
C∞(M), L2(M, S), /DM, ΓM, CM

)
(4.11)

is an even and real spectral triple of KO-dimension n mod 8.

Example 4.9. For the spectral triple of Example 4.3, J : MN(C) → MN(C),
JT = T∗ is a real structure.

Proof. J2 = 1, so J∗ = J. Let a, b, T ∈ MN(C). Then

ab◦T = aJb∗ J∗T = a(b∗T∗)∗ = aTb =
(
b∗(aT)∗

)∗
= Jb∗ J∗aT = b◦aT, (4.12)

so eq. (4.5d) is satisfied.

According to Connes, from any commutative, real and possibly even spec-
tral triple (with some extra technical conditions), a spin geometry can be re-
constructed.1 This means that there is a duality between commutative spectral
triples and spin manifolds. In analogy to chapter 2, we have now a notion of
noncommutative geometry: a noncommutative spin manifold is the object described
by a noncommutative spectral triple.

4.2 Almost Commutative Geometry

In § 2.2 we saw that the Cartesian product of noncommutative topological
spaces corresponds to the tensor product of C*-algebras. In noncommutative
geometry a similar thing can be done:

1See [10], Thm. 11.2 and the remarks on page 513. Here is also a nice relation to the ‘Can one
hear the shape of a drum?’-problem made: “Connes’ spin manifold theorem gives, then, a spectral refor-

mulation of the classical geometry of spin manifolds. It is by now well known that in ordinary Riemannian
geometry, the spectrum of the Laplacian does not fully determine the metric, [. . . ] so the shape of a drum
cannot be heard. For spin manifolds, the situation is better: the spectrum of the Dirac operator together
with the volume form [. . . ] fully determines the metric and the spin structure. In that sense, one can hear
the shape of a spinorial drum.”
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Definition 4.10. (Tensor product of spectral triples) Let S1 = (A1, H1, D1, Γ1)
and S2 = (A2, H2, D2) spectral triples, where the S1 is even. Then we define
their tensor product as

S1 ⊗S2 = (A1 ⊗A2, H1 ⊗H2, D1 ⊗ 1 + Γ1 ⊗ D2), (4.13)

which is also a spectral triple.
If S2 is even with even structure Γ2, Γ2, the even structure for S1 ⊗ S2 is

Γ1 ⊗ Γ2. And if S1 and S2 are real, with real structures J1 and J2 and KO-
dimensions n1 and n2 respectively, in most cases the real structure for S1 ⊗S2

is J1 ⊗ J2
2 and its KO-dimension is n1 + n2 mod 8.

Definition 4.11. (Almost commutative spectral triple) A spectral triple is cal-
led almost commutative if it is the product of the canonical spectral triple and
a finite-dimensional spectral triple (AF, HF, DF) (i.e. HF is finite dimensional
and hence AF is). So, an almost-commutative spectral triple is of the form

(
C∞(M)⊗AF, L2(M, S)⊗HF, /DM ⊗ 1 + ΓM ⊗ DF

)
. (4.14)

Call the real and even structure of the finite spectral triple JF and ΓF respec-
tively (if they exist), so for the spectral triple (4.14), we have the real structure
CM ⊗ JF and the even structure ΓM ⊗ ΓF.3

These spectral triples are called almost-commutative, since the noncom-
mutative structure is only finite-dimensional. They are interpreted to describe
a (commutative) geometry, together with a finite noncommutative structure at
each point.

In [12] a method is introduced to classify finite-dimensional even and real
spectral triples (and hence almost-commutative ones) using diagrams, Krajew-
ski diagrams. This is amongst other things based on the notion of the opposite
representation (see Remark 4.7). On the level of the algebra-representations
of spectral triples, it works as follows: Given a finite-dimensional algebra AF,
one looks for algebra-representations of the algebra AF ⊗A ◦

F . In other words,
one regards HF as a AF-bimodule.

2 The exceptions are:

• If n1 ≡ 6 and n2 ≡ 2 mod 8, on should take J1 ⊗ J2Γ2.

• If n1 + n2 ≡ 1 or 5 mod 8, on should take J1Γ1 ⊗ J2.

(See [10], page 486.)
3Since we will take dim M = 4 at some point, we ignore the exceptions of footnote 2.
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Chapter 5

From Noncommutative
Geometry to Gauge Theories

In this chapter, the step from mathematics to physics is made. We will see
how gauge theories emerge from spectral triples and how we can assign an
action to this.

5.1 Equivalence of Spectral Triples, Inner Fluctua-

tions

From a mathematical point of view, it is interesting to look for equivalent
spectral triples. There is a straightforward notion of equivalence:1

Definition 5.1 (Unitary equivalence of spectral triples). Let (A1, π1, H1, D1)
and (A2, π2, H2, D2) be spectral triples (where we explicitly write the repre-
sentations πi : Ai → B(Hi)). These spectral triples are said to be unitary
equivalent if:

i. There is a unital *-algebra isomorphism α : A1 → A2,

ii. and a unitary map U : H1 → H2 (which is called the intertwiner),

iii. such that Uπ1(a)U∗ = π2

(
α(a)

)
(for all a ∈ A1)

iv. and UD1U∗ = D2.

v. If the spectral triples are even (with even structures Γ1 and Γ2 respec-
tively), we also we also require that UΓ1U∗ = Γ2.

vi. If the spectral triples are real (with real structures J1 and J2 respectively),
we require that UJ1U∗ = J2.

1The following definition is based on [13], § 6.9, with the modification as proposed in [5], Def.
5.25.
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To summarize iii to vi: The diagrams

H2 H2
π2(α(a)), D2, Γ2, J2

//

H1

H2

U

��

H1 H1
π1(a), D1, Γ1, J1 // H1

H2

U

��

(5.1)

should commute.

Let us have a look at a special class of equivalences: the ones where only
the Dirac operator differs:

Proposition 5.2. Let (A , π, H , D, J) be a real spectral triple. Then for any u ∈
U(A )2, it is unitary equivalent to (A , π ◦ αu, H , Du, J), where αu is the inner
automorphism

αu : A → A , αu(a) = uau∗ (5.2)

and
Du = D + u[D, u∗] + ε′ Ju[D, u∗]J∗. (5.3)

αu plays the role of the algebra isomorphism and the intertwiner is

U = uu∗◦ = uJuJ∗. (5.4)

(For convenience, we dropped the symbol π.)

Proof. • First, we show that (A , π ◦ αu, H , Du, J) is indeed a real spectral
triple:

– Du is self-adjoint: because

D∗
u = D − [D, u]u∗ − ε′ J[D, u]u∗ J∗

= D + u[D, u∗] + ε′ Ju[D, u∗]J∗ = Du,
(5.5)

where we used that uu∗ = 1.

–

JDu = JD + Ju[D, u∗] + εε′u[D, u∗]J∗

= ε′DJ + Ju[D, u∗]J∗ J + ε′u[D, u∗]J = ε′Du J,
(5.6)

so eq. (4.5a) is fulfilled.

–

[
[Du, a], b◦

]
=
[
[D, a], b◦

]
+
[[

u[D, u∗], a
]
, b◦
]

+ ε′
[[

Ju[D, u∗]J∗, a
]
, b◦
] (5.7)

2For a *-algebra A , we define its group of unitary elements as

U(A ) = {u ∈ A | uu∗ = u∗u = 1}.
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The first term is 0, because of eq. (4.5e). For the next two terms we
will use that (for any a ∈ A )

[
u[D, u∗], a◦

]
= u

[
[D, u∗], a◦

]
+ [u, a◦][D, u∗] = 0. (5.8)

Applying de Jacobi identity to the second term gives

[[
u[D, u∗], a

]
, b◦
]

=
[
[b◦, a], u[D, u∗]

]
+
[[

u[D, u∗], b◦
]
, a
]
= 0.

(5.9)

The third term is 0 because
[

Ju[D, u∗]J∗, a
]
= ε2

[
Ju[D, u∗]J∗, J JaJ∗ J∗

]

= J
[
u[D, u∗], a∗◦

]
J∗ = 0.

(5.10)

So [
[Du, a], b◦

]
= 0, (5.11)

and eq. (4.5e) is fulfilled.

• Now we prove unitary equivalence of the two spectral triples:

ii.
UU∗ = uu∗◦u◦u∗ = 1, U∗U = u◦u∗uu∗◦ = 1. (5.12)

iii.
UaU∗ = uu∗◦au◦u∗ = uu∗◦u◦au∗ = uau∗ = αu(a) (5.13)

iv.

UDU∗ = uJuJ∗DJu∗ J∗u∗ = ε′uJuDu∗ J∗u∗

= ε′uJu(u∗D + [D, u∗])J∗u∗.
(5.14)

The first term can be rewritten as

ε′uJDJ∗u∗ = uDu∗ = u(u∗D + [D, u∗]) = D + u[D, u∗] (5.15)

and the second one as

ε′uJu[D, u∗]J∗u∗ = ε′ J J∗uJu[D, u∗]J∗u∗

= ε′ Ju∗◦u[D, u∗]J∗u∗ = ε′ Juu∗◦[D, u∗]J∗u∗

= ε′ Ju[D, u∗]u∗◦ J∗u∗

= ε′ Ju[D, u∗]J∗uJ J∗u∗ = ε′ Ju[D, u∗]J∗.

(5.16)

So
UDU∗ = D + u[D, u∗] + ε′ Ju[D, u∗]J∗ = Du. (5.17)

v.
UΓU∗ = uJuJ∗ΓJu∗ J∗u∗ = ε′′2uJuJ∗ Ju∗ J∗u∗Γ = Γ. (5.18)

vi.

UJU∗ = uJuJ∗ J Ju∗ J∗u∗ = εuu∗◦u∗ J∗u∗ = εu∗◦uu∗ J∗u∗

= εu∗◦ J∗u∗ = εJuJ∗ J∗u∗ = ε2 J = J.
(5.19)
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So, given a real spectral triple (A , H , D, J), there is a whole family of
equivalent real spectral triples (A , H , Du, J), where u ∈ U(A ). We see some
kind of gauge theory appearing, where u[D, u∗] + ε′ Ju[D, u∗]J∗ plays the role
of a pure gauge field.

There is a weaker notion of equivalence of C*-algebras than isomorphy:
Morita equivalence. This induces3 a bigger family of real spectral triples: (A ,
H , DA, J), where

DA = D + A + ε′ JAJ∗, (5.20)

with self-adjoint

A ∈ Ω1
D(A ) =

{
∑

j

aj[D, bj]

∣∣∣∣ aj, bj ∈ A

}
(5.21)

(where the sums are finite). These A are called inner fluctuations of D. Ω1
D(A )

is the noncommutative generalisation of the space of 1-forms. In fact, it is
the space of 1-forms in the Clifford representation; see Lemma 3.15i. These
(A , H , DA, J) are indeed spectral triples:

Proposition 5.3. Let (A , H , D, J) be a real spectral triple. Then for self-adjoint
A ∈ Ω1

D(A ), (A , H , DA, J) is also a spectral triple.

Proof. DA is self-adjoint because D and A are. For the rest, the arguments
are similar to the first half of the proof of Prop. 5.2, where one should read

∑j aj[D, bj] instead of u[D, u∗].

Applying Proposition 5.2 to these fluctuated spectral triples, we see that

(DA)u = DA + u[DA, u∗] + ε′ Ju[DA, u∗]J∗

= D + A + ε′ JAJ∗ + u[D, u∗] + u[A, u∗] + ε′u[JAJ∗, u∗]

+ ε′ Ju[D, u∗]J∗ + ε′ Ju[A, u∗]J∗ + Ju[JAJ∗, u∗]J∗

= D + uAu∗ + ε′ JuAu∗ J∗ + u[D, u∗] + ε′ Ju[D, u∗]J∗

= D + Au + ε′ JAu J∗ = DAu .

(5.22)

In the third step we used that A + u[A, u∗] = uAu∗ (because uu∗ = 1) and

u[JAJ∗, u∗] = u ∑
j

[
Jaj[D, bj]J

∗, u∗] = ε2u ∑
j

[
Jaj[D, bj]J

∗, J Ju∗ J∗ J∗]

= uJ ∑
j

[
aj[D, bj], u◦]J∗

= uJ ∑
j

(
aj

[
[D, bj], u◦]+ [aj, u◦][D, bj]

)
J∗ = 0.

(5.23)

In the fourth step
Au = uAu∗ + u[D, u∗] (5.24)

is introduced. This is the transformation property of the inner fluctuation A
under transformations in the sense of Prop. 5.2.

3See [4], ch. 1, § 10.8.
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5.1.1 Gauge and Scalar Bosons

For almost-commutative spectral triples (eq. (4.14)), the inner fluctuations are
of the form (for αj, β j ∈ C∞(M) and Aj, Bj ∈ AF):

A = ∑
j

αj ⊗ Aj[ /DM ⊗ 1, β j ⊗ Bj] + ∑
j

αj ⊗ Aj[ΓM ⊗ DF, β j ⊗ Bj]

= i ∑
j

αj(∂µβ j)γ
µ ⊗ AjBj + ∑

j

αjβ jΓM ⊗ Aj[DF, Bj]

= (γµ ⊗ 1)Aµ + (ΓM ⊗ 1)Φ,

(5.25)

where we used Lemma 3.15i and rewrote:

Aµ = i ∑
j

αj(∂µβ j)⊗ AjBj = ∑
j

ajµ ⊗ Ãj, (5.26a)

Φ = ∑
j

αjβ j ⊗ Aj[DF, Bj] = ∑
j

f j ⊗ Aj[DF, Bj], (5.26b)

for ajµ, f j ∈ C∞(M) and Ãj ∈ AF. Recall that the inner fluctuations are de-

manded to be self-adjoint. This means that ajµ and f j are R-valued, Ãj is
selj-adjoint and (Aj[DF, Bj])

∗ = Aj[DF, Bj].
Aµ is interpreted to describe the gauge bosons and Φ the scalar particles

of the theory.

5.1.2 The Gauge Group

The group U(A ) is represented on H by the representation

ρ : U(A ) → GL(H ), ρ(u) = uJuJ∗. (5.27)

ρ is indeed a group representation because

ρ(uu′) = uu′ Juu′ J∗ = u u′ JuJ∗ Ju′ J∗ = u JuJ∗ u′ Ju′ J∗ = ρ(u)ρ(u′) (5.28)

for u, u′ ∈ U(A ).
We define the gauge group G (A ) as the quotient of U(A ) by the kernel of

ρ: the elements of U(A ) that act trivially on H :

G (A ) ≃ U(A )/ ker ρ. (5.29)

This kernel is

ker ρ = {u ∈ U(A ) | uJuJ∗ = idH }
= {u ∈ U(A ) | uJ = Ju∗} = U(ÃJ),

(5.30)

where ÃJ is the commutative subalgebra

ÃJ = {a ∈ A | aJ = Ja∗} = {a ∈ A | a = a◦} (5.31)

of A . So we can write
G (A ) ≃ U(A )/U(ÃJ). (5.32)
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Note that
G (A ) ≃ {uJuJ∗ | u ∈ U(A )}. (5.33)

The spectral triples we will consider are almost-commutative (eq. (4.14)).
We have then

G (A ) ≃ C∞
(

M, G (AF)
)
. (5.34)

We will drop the C∞(M)-part, as is customary in physics, and call

G (AF) ≃ U(AF)/U(ÃF JF
) (5.35)

the gauge group, which is represented on HF as

ρF : U(AF) → GL(HF), ρF(u) = uJFuJ∗F. (5.36)

C is a subalgebra of any unital C-algebra (take the multiples of the unit

element), so it is also for AF and ÃF JF
. This means that U(1) is a subgroup

of U(AF) and U(ÃF JF
). This subgroup is normal, which implies that we can

write the quotient (5.35) as

G (AF) ≃ U(AF)/U(1)
/

U(ÃF JF
)/U(1)

(5.37)

In the examples we will consider (see for example § 6.1), the lower part of
the quotient is trivial, which means that

G (AF) = U(AF)/U(1). (5.38)

This is related to the unimodularity condition (the gauge field is traceless).
Until now, we assumed that A is a C-algebra and that its representation π

is C-linear. In §§ 6.2 and 8.1, we will see examples of spectral triples where this
is not the case. The unimodularity condition is then not necessarily satisfied.
In these cases, we impose this condition ‘by hand’ by restricting U(AF) to

SπF
U(AF) = {u ∈ U(AF) | det πF(u) = 1}. (5.39)

(The representation πF is shown explicitly, to make clear that the determinant
of the us has to be taken in their representation on HF.)

The ideas of this subsection are dicussed in greater detail in [5], §§ 5.5.2
and 6.2, and [6], § 2.4.3.

5.2 The Spectral Action Principle

We would like to assign an action to our gauge theory. This can be done
via Chamseddine and Connes’ spectral action principle, which asserts that the
action only depends on the spectrum of DA.4 A natural choice would be
Tr DA. However, this is ill-defined, since the Dirac operator is unbounded, so
the following definition is used:

4See [2], eq. (1.8).
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Definition 5.4 (Spectral action). For an even and real spectral triple of the
form (4.14), we define the spectral action as

Ssp(A, g) = TrH f (DA/Λ), (5.40)

where Λ ∈ R and f : R → R≥0. f (DA/Λ) can be defined via functional
calculus. f ’s domain is R, because DA is self-adjoint. We demand that f is
such that f (DA/Λ) is trace class.

f can be interpreted as a cutoff function and Λ as the cutoff scale. Λ could
be absorbed into f , but later on we will need it to make an expansion in
powers of Λ. The spectral action is invariant under gauge transformations.

Without loss of generality, we can assume that f is even, because of the
following lemma:

Lemma 5.5. For even spectral triples (A , H , D, Γ), the spectrum of the fluctuated
Dirac operator DA (where A ∈ Ω1

D(A ) self-adjoint) is symmetric around 0.

Proof. Γ and A anticommute, because of (4.4b & c), so Γ and DA anticommute
too. Let λ ∈ spec(DA). This means that λ − DA is not invertible, which
implies that Γ(λ−DA) = (λ+DA)Γ is also not invertible. So −λ ∈ spec(DA).

It turns out that the spectral action only describes the bosons of the model,
not the fermions. Therefore one defines a second action:

Definition 5.6 (Fermionic action). For a real and even spectral triple, the
fermionic action is defined as

Sf(Ψ̃, A) = 1
2 〈JΨ̃, DAΨ̃〉H , (5.41)

for self-adjoint A ∈ Ω1
D(A ) and Ψ̃ ∈ H

+
cl . With H + we denote the positive

eigenspace of Γ. The tilde and the subscript ‘cl’ denote that the components

of Ψ̃ anticommute (i.e. they are Graßmann numbers).

This object describes behaviour of the fermions of the model and their
coupling to the bosons. The restriction to the positive eigenspace is done to
solve the fermion doubling problem: In almost commutative geometries one has
H = L2(M, S)⊗ HF. Both L2(M, S) and HF are even, so they both contain
left- and right-handed modes. For this double counting is compensated by
the restriction to H +.

5.3 Heat Kernel Expansion of the Spectral Action

In this section a method for computing the spectral action is discussed. For
this, the heat kernel expansion is used, which is explained in the following sub-
section. In § 5.3.2 it will be applied to the spectral action.
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5.3.1 Heat Kernel Expansion, Gilkey’s Theorem

Let V be a vector bundle on M and P a differential operator acting on Γ(V)
with the metric tensor as the leading symbol. That is: P is locally of the form:

P = −(gµν∂µ∂ν + Aµ∂µ + B), (5.42)

where Aµ, B ∈ End(V).
Let us rewrite P in a convenient form. Let

∆

be a connection on V. We
write locally ∆

µ = ∂µ + ω′
µ. (5.43)

∆

’s Laplacian is (like in eq. (3.63))

∆ = −gµν ∆

µ

∆

ν + Γµ ∆

µ

= −gµν∂µ∂ν + (−2gµνω′
ν + Γµ)∂µ − gµν(∂µω′

ν + ω′
µω′

ν) + Γµω′
µ.

(5.44)

Subtract P, and call this difference E:

E = ∆− P

= (−2gµνω′
ν + Γµ + Aµ)∂µ − gµν(∂µω′

ν + ω′
µω′

ν) + Γµω′
µ + B

= −gµν(2∂µω′
ν + ω′

µω′
ν) + Γµω′

µ + B,

(5.45)

where we took ω′ to be
ω′

µ = 1
2 (Γµ + Aµ). (5.46)

Now we can write P as
P = ∆− E. (5.47)

According to Gilkey,5 the trace of the operator e−tP (the heat kernel) has the
following expansion in t:

TrL2(M,V) e−tP ∼
∞

∑
k=0

t(k−n)/2an(P) as t → 0, 6 (5.48)

where the Seeley–DeWitt coefficients are

ak(P) =
∫

M
dnx

√
g ak(x, P), (5.49)

with

ak(x, P) = 0 for odd k (5.50a)

a0(x, P) =
1

(4π)n/2
TrVx (1), (5.50b)

a2(x, P) =
1

(4π)n/2
TrVx

(
− 1

6 R + E
)
, (5.50c)

a4(x, P) =
1

(4π)n/2

1

360
TrVx (−12R

µ
;µ + 5R2 − 2RµνRµν (5.50d)

+ 2RµνρσRµνρσ − 60RE + 180E2 + 60E
µ

;µ + 30ΩµνΩµν).

5See [9], § 4.8.
6‘∼’ denotes an expansion: for all large enough N,

TrL2(M,V) e−tP =
N

∑
k=0

t(k−n)/2ak(P) +O(t(N−n)/2+1) as t → 0.

The sum does not need to converge for N → ∞.
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Ω is the curvature of

∆

:

Ωµν = [

∆

µ,

∆

ν] = ∂µω′
ν − ∂µω′

ν + [ω′
µ, ω′

ν]. (5.51)

and the short-hand notation for double covariant derivatives

R
µ

;µ =

∆

µ

∆µR and E
µ

;µ =

∆

µ

∆µE (5.52)

is used. The coefficient a6(x, P) is also known, but its expression is quite
complicated and we will not need it.

5.3.2 Heat Kernel Expansion of the Spectral Action

Let us return to the spectral action (Defn. 5.4). We said that the function f is
even, so there exists a function g such that

f (u) = g(u2). (5.53)

Write this function as the Laplace transform of a function h:

g(u) =

∞∫

0

ds e−suh(s). (5.54)

With functional calculus, we can write

f (DA/Λ) = g(D2
A/Λ2) =

∞∫

0

ds e−sD2
A/Λ2

h(s). (5.55)

D2
A is of the form (5.42), so we can apply the heat kernel expansion to the

operator e−sD2
A/Λ2

, where we take Λ−2 to be the expansion variable:

TrH e−sD2
A/Λ2 ∼

∞

∑
k=0

s(k−n)/2Λn−kak(D2
A) as Λ → ∞. (5.56)

Using this, (5.50a) and formally interchanging the trace, the integral and the
infinite sum, the spectral action can be expanded as:

TrH f (DA/Λ) =

∞∫

0

ds TrH e−sD2
A/Λ2

h(s)

∼
∞

∑
k=0

k even

Λn−kak(D2
A)

∞∫

0

ds s(k−n)/2h(s).

(5.57)

In Def. 5.4, it is assumed that the spectral triple is even and almost com-
mutative. Therefore we take n, the dimension of the background manifold M,
to be even.

Let us calculate the integral for two cases:
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• For even k < n:

Using the identity

s−α =
1

(α − 1)!

∞∫

0

dv e−svvα−1 (5.58)

(for α ∈ N>0), we get

∞∫

0

ds s(k−n)/2h(s) =
1

( n−k
2 − 1)!

∞∫

0

dv v(n−k)/2−1

∞∫

0

ds s−svh(s)

=
1

( n−k
2 − 1)!

∞∫

0

dv v(n−k)/2−1g(v)

=
2

( n−k
2 − 1)!

∞∫

0

du un−k−1 f (u)

=
2

( n−k
2 − 1)!

fn−k.

(5.59)

We recognized equation (5.54), substituted v = u2 and introduced

fα =

∞∫

0

du f (u)uα−1, (5.60)

the moments of the function f .

• And for even k ≥ n:

∞∫

0

ds s(k−n)/2h(s) = (−)(k−n)/2

∞∫

0

ds (−s)(k−n)/2h(s)

= (−)(k−n)/2g((k−n)/2)(0)

= (−)(k−n)/2
k−n

2 !

(k − n)!
f (k−n)(0).

(5.61)

We used that for even α

f (α)(0) =
α!

(α/2)!
g(α/2)(0). (5.62)

So we have:

TrH f (DA/Λ) ∼
n−2

∑
k=0

k even

2(
n−k

2 − 1
)
!

fn−kΛn−kak(D2
A)

+
∞

∑
k=n

k even

(−)(k−n)/2
k−n

2 !

(k − n)!
f (k−n)(0)Λn−kak(D2

A).

(5.63)
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The ak(D2
A) can be calculated using (5.50). In the latter, the traces must be

taken over Sx ⊗HF = C2n/2 ⊗HF.
In our problems, the background manifold M plays the role of space-time

(although it is Riemannian), so we take n = 4. In this case we have, neglecting
the O(Λ−2)-terms:

TrH f (DA/Λ) = 2 f4Λ4a0(D2
A) + 2 f2Λ2a2(D2

A)

+ f (0)a4(D2
A) +O(Λ−2).

(5.64)
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Chapter 6

The Einstein–Yang–Mills and
the Standard Model

In this chapter, two important examples of gauge theories from noncommu-
tative geometry are studied. First, the so-called Einstein–Yang–Mills system is
studied, including a derivation of the spectral action. Also the NCG approach
to the Standard Model will be introduced to a certain extend. These discus-
sions are based on [4], ch. 1, § 11.4 and §§ 13.0–4 respectively.

6.1 The Einstein–Yang–Mills Model

6.1.1 Spectral Triple and Gauge Theory

Consider the spectral triple of the form (4.14) with

(AF, HF, DF) =
(
MN(C), MN(C), 0

)
(6.1)

(see Example 4.3). This spectral triple is even, although the finite part is not:
ΓM ⊗ 1 is a grading element, because DF = 0. In Example 4.9 a real structure
is defined: JFT = T∗.

The algebra ÃF JF
is (eq. (5.31))

ÃF JF
= {a ∈ MN(C) | ∀T ∈ MN(C) : aT = Ta} = span{1N} ≃ C, (6.2)

so
U(ÃF JF

) ≃ U(1) (6.3)

According to eq. (5.35), this spectral triple gives a gauge theory with the gauge
group

G
(
MN(C)

)
≃ U(N)/U(1) ≃ PSU(N) ∼ SU(N). (6.4)

‘∼’ stands for isomorphic groups quotiented finite abelian groups. We forget
about these finite groups, since we do not see them in the corresponding Lie
algebras and hence in the gauge fields.

According to eq. (5.36), the representation of SU(N) on MN(C) is

ρF : SU(N) → GL
(
MN(C)

)
, ρF(u)T = uJFuJ∗FT = u(uT∗)∗ = uTu∗. (6.5)
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In the language of § A.1, this is the representation St⊗ St∗, which decomposes
in the adjoint plus the trivial representation (Proposition A.9ii):

ρF ∼ St ⊗ St∗ ∼ Ad ⊕ Triv . (6.6)

6.1.2 The Spectral Action

In this subsection, we compute the spectral action for this model.
Let A be a gauge field: a Hermitian operator on H of the form (5.21):

A = ∑
j

aj[D, bj] = ∑
j

αj[ /DM, β j]⊗ AjBj = i ∑
j

γµαj(∂µβ j)⊗ AjBj, (6.7)

where aj = αj ⊗ Aj, bj = β j ⊗ Bj ∈ A (see eq. (5.21)). In the last step we used
Lemma 3.15i. Let us rewrite A as

A = ∑
j

γµajµ ⊗ Ãj = (γµ ⊗ 1)Aµ, (6.8)

where ajµ ∈ C∞(M), Ãj ∈ MN(C) and

Aµ = ∑
j

ajµ ⊗ Ãj. (6.9)

Next, we calculate JAJ∗ by applying it on a ψ ⊗ T ∈ H , using the self-
adjointness of A and (3.54b) (with ε′ = 1, because dim M = 4):

JAJ∗(ψ ⊗ T) = ∑
j

CMγµajµC∗
Mψ ⊗ (ÃjT

∗)∗ = −∑
j

γµajµψ ⊗ TÃj. (6.10)

Now we have an expression for the fluctuated Dirac operator:

DA = D + A + JAJ∗ = /DM ⊗ 1 + ∑
j

γµajµ ⊗ [Ãj, ·]

= /DM ⊗ 1 + i(γµ ⊗ 1)Aµ,

(6.11)

where we introduced the notation

Aµ = −i ad(Aµ) = −i[Aµ, ·] = −i ∑
j

ajµ ⊗ [Ãj, ·]. (6.12)

We want to calculate D2
A. Applying (6.11) twice to a ψ ⊗ T ∈ H gives:

D2
A(ψ ⊗ T) = /D2

Mψ ⊗ T + ∑
j

( /DMγµajµψ + γµajµ /DMψ)⊗ [Ãj, T]

+ ∑
j,k

γµγνajµakνψ ⊗
[
Ãj, [Ãk, T]

]
.

(6.13)

We will write this out term by term:
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• Using the Lichnerowitz formula (Thm. 3.14) and the local expression of
the spin connection (eq. (3.57)), the first term can be written out as

/D2
Mψ = ∆Sψ + 1

4 Rψ

= − gµν ∆S
µ

∆S
ν ψ + Γµ ∆S

µψ + 1
4 Rψ

= − gµν(∂µ∂ν + 2ων∂µ + ∂µων + ωµων)ψ

+ Γµ(∂µ + ωµ)ψ + 1
4 Rψ.

(6.14)

• Writing out the expression between the brackets of the second term gives
(leaving out a factor i):

−i( /DMγµajµψ + γµajµ /DMψ) = γµ ∆S
µγνajνψ + γµγνajµ

∆S
ν ψ

= γµγν(

∆g
µajν)ψ + γµγνajν

∆S
µψ

+ γµγνajµ

∆S
ν ψ

= γµγν(

∆g
µajν)ψ + 2gµνajν

∆S
µψ

= 1
2 γµγν(

∆g
µajν −

∆g
νajµ)ψ

+ gµν(

∆g
µajν)ψ + 2gµνajν

∆S
µψ,

(6.15)

where we used the Clifford identity (eq. (3.50)) and

∆S
µγνajνψ = γν(

∆g
µajν)ψ + γνajν

∆S
µψ, (6.16)

which follows from eq. (3.55). Using the local expression of both con-

nections and Γ
ξ
µν = Γ

ξ
νµ:

− i( /DMγµajµψ + γµajµ /DMψ)

= 1
2 γµγν(∂µajν − ∂νajµ − Γ

ξ
µνajξ + Γ

ξ
νµajξ)ψ

+ gµν(∂µajν − Γ
ξ
µνajξ)ψ + 2gµνajν(∂µ + ωµ)ψ

= 1
2 γµγν(∂µajν − ∂νajµ)ψ + gµν(∂µajν)ψ

− Γµajµψ + 2gµνajν(∂µ + ωµ)ψ.

(6.17)

Now we can write the second term of (6.13) as

∑
j

( /DMγµajµψ + γµajµ /DMψ)⊗ [Ãj, T]

= ∑
j

(
1
2 iγµγν(∂µajν − ∂νajµ)ψ + igµν(∂µajν)ψ

− iΓµajµψ + 2igµνajν(∂µ + ωµ)ψ
)
⊗ [Ãj, T]

= − 1
2 (γ

µγν ⊗ 1)(∂µ Aν − ∂ν Aµ)(ψ ⊗ T)− gµν(∂µ Aν)(ψ ⊗ T)

+ Γµ
Aµ(ψ ⊗ T)− 2gµν

Aν

(
(∂µ + ωµ)ψ

)
⊗ T,

(6.18)

using (6.12).
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• Using the Jacobi and Clifford identities and (6.12) and relabelling some
indices, the third term of (6.13) can be written as:

∑
j,k

γµγνajµakνψ ⊗
[
Ãj, [Ãk, T]

]

= 1
2 ∑

j,k

(
γµγνajµakνψ ⊗

[
Ãj, [Ãk, T]

]
+ γνγµajνakµψ ⊗

[
Ãk, [Ãj, T]

])

= ∑
j,k

(
1
2 γµγνajµakνψ ⊗

([
Ãj, [Ãk, T]

]
−
[
Ãk, [Ãj, T]

])

+ gµνajνakµψ ⊗
[
Ãk, [Ãj, T]

])

= ∑
j,k

(
1
2 γµγνajµakνψ ⊗

[
[Ãj, Ãk], T

]
+ gµνajµakνψ ⊗

[
Ãj, [Ãk, T]

])

= − 1
2 (γ

µγν ⊗ 1)[Aµ, Aν](ψ ⊗ T)− gµν
Aµ Aν(ψ ⊗ T)

(6.19)

Putting everything together gives:

D2
A(ψ ⊗ T) = − gµν∂µ∂νψ ⊗ T +

(
− 2gµν(ωµ + Aν) + Γµ

)
(∂µψ ⊗ T)

+
(
− gµν∂µ(ων + Aν)− gµν(ωµ + Aµ)(ων + Aν)

+ Γµ(ωµ + Aµ) +
1
4 R − 1

2 (γ
µγν ⊗ 1)Fµν

)
(ψ ⊗ T),

(6.20)

where we introduced

Fµν = ∂µ Aν − ∂ν Aµ + [Aµ, Aν], (6.21)

the curvature corresponding to Aµ.

Now we have D2
A in the form (5.42) with

Aµ = 2gµν(ων + Aν)− Γµ1 (6.22)

and

B = gµν
(
∂µ(ων + Aν) + (ωµ + Aµ)(ων + Aν)

)

− Γµ(ωµ + Aµ)− 1
4 R + 1

2 γµγν
Fµν

(6.23)

D2
A can be written in the form (5.47) using equations (5.45), (5.46) and

(5.43):
ω′

µ = 1
2 gµν(Aµ + Γµ) = ωµ + Aµ, (6.24)

∆

µ = ∂µ + ω′
µ = ∂µ + ωµ + Aµ, (6.25)

E = B − gµν(∂µω′
ν + ω′

µω′
ν) + Γµω′

µ = − 1
4 R + 1

2 γµγν
Fµν.2 (6.26)

1We have a clash of notations here: this Aµ does not denote a gauge field, but the Aµ of eq.
(5.42).

2The second term has a different sign, compared with [4], eq. (1.593). This does not change
the final result.
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Because of this form of

∆

, its curvature is of a neat form: the sum of the
spin curvature (3.58) and the curvature of Aµ (6.21):

Ωµν = ∂µω′
ν − ∂µω′

ν + [ω′
µ, ω′

ν]

= ∂µων − ∂µων + [ωµ, ων] + ∂µ Aν − ∂µ Aν + [Aµ, Aν]

= ΩS
µν + Fµν = 1

4 Rµνξπγξγπ + Fµν.

(6.27)

Now we can calculate the Seeley–DeWitt coefficients (5.50):

• For k = 0 we simply have:

a0(x, D2
A) =

1

(4π)2
Tr

C4⊗MN(C) 1 =
N2

4π2
, (6.28)

a0(D2
A) =

N2

4π2

∫

M
d4x

√
g. (6.29)

• For k = 2 we get

a2(x, D2
A) =

1

(4π)2
Tr

C4⊗MN(C)

(
− 1

6 R + E
)

=
1

(4π)2
Tr

C4⊗MN(C)

(
1
12 R + 1

2 γµγν
Fµν

)

=
1

48π2
N2R.

(6.30)

We used that
Tr

C4(γµγν)Fµν = 0, (6.31)

since Tr
C4 γµγν is symmetric and Fµν is antisymmetric in µ and ν. So:

a2(D2
A) =

N2

48π2

∫

M
d4x

√
g R. (6.32)

• To calculate the coefficient for k = 4, we first compute

Tr
C4⊗MN(C)

(
1
6 R + E

)2

= Tr
C4⊗MN(C)

(
1

12 R + 1
2 γµγν

Fµν

)2

= Tr
C4⊗MN(C)

(
1

144 R2 + 1
4 γµγνγξγπ

FµνFξπ + 1
12 γµγν

FµνR
)

= 1
36 N2R2 + (gµνgξπ − gµξ gνπ + gµπ gνξ)TrMN(C) FµνFξπ

= 1
36 N2R2 − 2 TrMN(C) FµνF

µν

(6.33)

and

Tr
C4⊗MN(C) ΩµνΩµν

= Tr
C4⊗MN(C)

(
1
16 RµνξπR

µν
ρσγξγπγργσ + FµνF

µν

+ 1
2 Rµνξπγξγπ

F
µν
)

= 1
4 N2RµνξπR

µν
ρσ(gξπ gρσ − gξρgπσ + gξσgπρ)

+ 4 TrMN(C) F
µν

Fµν

= − 1
2 N2RµνξπRµνξπ + 4 TrMN(C) FµνF

µν,

(6.34)
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using eq. (6.31),

Tr
C4 γµγνγξγπ = gµνgξπ − gµξ gνπ + gµπ gνξ (6.35)

and Rµνξπ Tr
C4 γξγπ = 0 (because Rµνξπ = −Rµνπξ). So:

a4(x, D2
A)

=
1

(4π)2
Tr

C4⊗MN(C)

(
1
2

(
− 1

6 R + E
)2 − 1

180 RµνRµν

+ 1
180 RµνξπRµνξπ + 1

12 ΩµνΩµν
)
+ b.t.

=
1

(4π)2

(
1
72 N2R2 − 1

45 N2RµνRµν − 7
360 N2RµνξπRµνξπ

− 2
3 TrMN(C) FµνF

µν
)
+ b.t.

=
1

(4π)2

(
− 1

20 N2CµνξπCµνξπ + N2 11
360 R∗R∗

− 2
3 TrMN(C) FµνF

µν
)
+ b.t.

(6.36)

‘b.t.’ stands for ‘boundary terms’, the terms proportional to R
µ

;µ and

E
µ

;µ . We assume M to be boundaryless, so by Stokes’ Theorem these
terms vanish after integration. In the last line, Cµνξπ stands for the Weyl
tensor (the traceless part of the Riemann tensor) and R∗R∗ for the Pontr-
jagin class, for which

χ(M) =
1

32π2

∫

M

d4x
√

g R∗R∗, (6.37)

where χ(M) is M’s Euler characteristic.3 So the Seeley–DeWitt coefficient
is

a4(D2
A) =

∫

M
d4x

√
g

1

(4π)2

(
− 1

20 N2CµνξπCµνξπ

− 2
3 N2 TrMN(C) FµνF

µν
)
+ 44

45 π2N2χ(M).

(6.38)

Inserting these coefficients in eq. (5.64) gives the following expression for the
spectral action:

TrH
(

f (DA/Λ)
)
=

1

4π2

∫

M
d4x

√
g L (g, A) +O(Λ−2) + t.t., (6.39)

where L is the Lagrangian

L (g, A) = 2N2 f4Λ4 + 1
6 N2 f2Λ2R

+ N2 f (0)
(
− 1

80 CµνξπCµνξπ − 1
6 TrMN(C) FµνF

µν
) (6.40)

and ‘t.t.’ stands for ‘topological term’: something proportional to χ(M). This
is just a constant number, which we will not see in the equations of motion.

3For more details: see [4], the proof of Thm. 1.158.
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This Lagrangian is interpreted as follows: the first term is a cosmological
term, the second one the Einstein–Hilbert Lagrangian,4 the third term corre-
sponds to higher-oder gravity (which is suppressed with a factor Λ−2 with
respect to Einsteinian gravity) and the fourth is the gauge-boson part of the
Yang–Mills Lagrangian.5

6.2 The Standard Model

6.2.1 Algebra, Representation & Gauge Theory

We take the spectral triple of the form (4.14), with the finite-dimensional alge-
bra

AF = M3(C)⊕ H ⊕ C.6 (6.41)

Note that this is not a complex algebra, but only a real one.7

We take the 96-dimensional Hilbert space

HF = (H ′ ⊕H
′)⊕3, (6.42)

where
H

′ = (C3 ⊕ C
3)⊕ (C3 ⊕ C

3)⊕ (C ⊕ C)⊕ (C ⊕ C). (6.43)

The action of AF on HF is given by

πF(m, q, λ)

= 13 ⊗




12 ⊗ m
12 ⊗ m

λ12

λ12

q ⊗ 13 (
λ

λ

)
⊗ 13

q (
λ

λ

)




.
(6.44)

Note that πF is only real linear and not complex linear.
For the real structure, we take

JF = 13 ⊗
(

116

116

)
◦ (·), (6.45)

which gives

JFπF(m, q, λ)J∗F

= 13 ⊗




q ⊗ 13 (
λ

λ

)
⊗ 13

q (
λ

λ

)

12 ⊗ m
12 ⊗ m

λ12

λ12




.
(6.46)

4See [20], eq. (E.1.12).
5See [21], eq. (15.2.3).
6H stands for the algebra of quaternions, see footnote 1 on page 13.
7The algebra of a spectral triple can be complexified by taking AF + iAF .
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For this spectral triple we have εF = J2
F = 1.

The group of unitary elements of AF is

U(AF) = U(3)× SU(2)× U(1). (6.47)

The algebra ÃF JF
is

ÃF JF
= {a ∈ AF | πF(a) = π◦

F(a)}
= {(m, q, λ) ∈ AF | λ = λ, q = λ12, m = λ13}
= span

R
{(13, 12, 1)} ≃ R,

(6.48)

so we have
U(ÃF JF

) ≃ µ2, 8 (6.49)

which is only a finite abelian group. In § 6.1.1 we argued that finite groups
can be ignored. This means that we have (eq. (6.47)) for the gauge group.

Because AF is not a complex algebra, and πF is not complex linear, the
unimodularity condition is not satisfied naturally. Therefore we impose it ‘by
hand’: we restrict the gauge group to

SπF
G (AF) = {(u3, u2, ζ) ∈ U(AF) | det πF(u3, u2, ζ) = 1}

= {(u3, u2, ζ) ∈ U(AF) | (ζ det u3)
12 = 1}

∼ SU(3)× SU(2)× U(1).

(6.50)

In the last step we used that kernel of the surjective homomorphism

φ : SU(3)× SU(2)× U(1) → SπF
U(AF), φ(u3, u2, ζ) = (ζu3, u2, ζ−3) (6.51)

is finite and abelian:

ker φ = {(ζ−1
13, 12, ζ) | ζ ∈ U(1), ζ3 = 1} ≃ µ3. (6.52)

The gauge group elements (u3, u2, ζ) ∈ SU(3) × SU(2) × U(1) are repre-
sented on HF as

ρ
(
φ(u3, u2, ζ)

)
= ρ(ζu3, u2, ζ−3) = πF(ζu3, u2, ζ−3)JFπF(ζu3, u2, ζ−3)J∗F

= 13 ⊗




ζu2 ⊗ u3 (
ζ4

ζ−2

)
⊗ u3

ζ−3u2 (
1

ζ−6

)

ζ−1u2 ⊗ u3 (
ζ−4

ζ2

)
⊗ u3

ζ3u2 (
1

ζ6

)




.

(6.53)

In the language of appendix B, this representation is written as (3 copies of)

(
3, 2, 1

6

)
⊕
(
3, 1, 2

3

)
⊕
(
3, 1,− 1

3

)
⊕
(
1, 2,− 1

2

)
⊕ (1, 1, 0)⊕ (1, 1, 1) (6.54)

8µ2 = {1,−1}, see footnote 1 on page 73.
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plus the conjugates. Recall that the standard representation of SU(2) is real:
2 = 2 (eq. (A.39)). This is exactly the particle content of the Standard Model!
The right-handed neutrinos are included. H ′ is interpreted with the follow-
ing particle content (for the first generation):

H
′ = (C3 ⊕ C

3
︸ ︷︷ ︸(

uL

dL

)
)⊕ ( C

3
︸︷︷︸
uR

⊕ C
3

︸︷︷︸
dR

)⊕ (C ⊕ C︸ ︷︷ ︸(
νeL

e−L

)
)⊕ ( C︸︷︷︸

νeR

⊕ C︸︷︷︸
e−R

). (6.55)

The operator JF interchanges particles and antiparticles.
ΓF is defined as

ΓF = 13 ⊗




16

−16

12

−12


 . (6.56)

The positive eigenspace of ΓF consists of all left-handed fermions and an-
tifermions, and the negative eigenspace the right-handed ones. This ΓF gives
ε′′F = −1.

6.2.2 Higgs Mechanism, Predictions

The Dirac operator for this model is discussed in [4], ch. 1, § 13.4 and ex-
pressed in the mass matrices of the Standard Model. Computing the inner
fluctuations and the spectral and fermionic action, analogous to § 6.1.2, gives
the full action of the Standard Model. This includes a Higgs sector and a cou-
pling to gravitation.9 Recall from § 5.1.1 that the inner fluctuations give rise
to the gauge bosons and scalars. The latter is the Higgs field. The nice thing
of this NCG-approach is that the Higgs sector is not added to the theory ‘by
hand’, but appears in the same way as the gauge fields.

Certain parameters in the spectral action are related. As said in the in-
troduction, the GUT relation for the couplings is obtained, as well as the top
quark and Higgs mass at the GUT energy scale. Assuming the big desert, a
Higgs mass can be computed. This is done in [4], ch. 1, § 17.10 and [6], § 8.
According to the latter, this model implies a Higgs mass (at the scale of the Z
mass) between 167 and 176 GeV. This is not in conflict with the experimen-
tal lower bond of 114 GeV, as measured by the LEP experiments ([17]). The
Tevatron experiments have excluded Higgs masses between 158 and 173 GeV
([19]). This largely overlaps with the predicted range. One has to keep in
mind that this prediction is done under the big desert hypothesis; changing
this can change the prediction of this Higgs mass.

9See [4], ch. 1, §§ 16.1 and 17 or [22], § 10.3.
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Chapter 7

The SU(5) Grand Unification
Model

7.1 Introduction

The idea of Grand Unified Theories (GUTs) is to extend the gauge group of
the Standard Model (GSM) to a larger group G, where the representations of G
are such that if one restricts them to GSM, they reproduce the representations
of the Standard Model. Most physicists call such a model only a GUT if G is
simple (like SU(5)), because in that case there is only one coupling constant.

We will study the simplest GUT: the SU(5) model, also known as the Georgi–
Glashow model. It is first described by Howard Georgi and Sheldon Glashow
in 1974 ([8]): “We present a series of hypotheses and speculations leading inescapably
to the conclusion that SU(5) is the gauge group of the world — that all elementary
particle forces (strong, weak, electromagnetic) are different manifestations of the same
fundamental interaction involving a single coupling strength, the fine-structure con-
stant. Our hypotheses may be wrong and our speculations idle, but the uniqueness
and simplicity of our scheme are reasons enough that it be taken seriously.”

The most important motivation to study GUTs, is the apparent arbitrari-
ness of the Standard Model, as you see appendix B. As we will see, with
little input, the SU(5) model gives back all fermions representations of the
Standard Model.

Discussions about this model and GUTs in general can be found in [1], [3],
ch. 14, [11], ch. 18, [15], and [18], ch. 4.

7.2 The Gauge Group

As the name suggests, this model is based on the group SU(5). How does
the Standard Model gauge group extend to SU(5)? Clearly, U(3)× U(2) is a
subgroup of U(5) and hence

S
(
U(3)× U(2)

)
=

{(
u3

u2

)
∈ U(3)× U(2)

∣∣∣∣ det u3 det u2 = 1

}
(7.1)

is a subgroup of SU(5).
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Let φ be the surjective group homomorphism

φ : SU(3)× SU(2)× U(1) → S
(
U(3)× U(2)

)
,

φ(u3, u2, ζ) =

(
ζ−2u3

ζ3u2

)
.

(7.2)

It has a nontrivial kernel:

ker φ = {(u3, u2, ζ) ∈ SU(3)× SU(2)× U(1) | ζ−2u3 = 13, ζ3u2 = 12}
= {(ζ2

13, ζ−3
12, ζ) ∈ SU(3)× SU(2)× U(1)}

= {(ζ2
13, ζ−3

12, ζ) | ζ ∈ U(1), ζ6 = 1}
= {(ζ2

13, ζ−3
12, ζ) | ζ ∈ µ6} ≃ µ6.

(7.3)

We can conclude that

S
(
U(3)× U(2)

)
≃
(
SU(3)× SU(2)× U(1)

)/
µ6, (7.4)

which is exactly the ‘true’ gauge group of the Standard Model (eq. (B.7)). This
makes SU(5) a very interesting candidate for the gauge group of our unifying
theory, because this subgroup respects the pattern of the hypercharges. To use
the words of [1]: “SU(5) passes the test, not despite the bizarre pattern followed by
hypercharges, but because of it!”

The next thing we have to do is finding a representation of SU(5) that
extends the Standard Model.

7.3 The Fermion Representations

To simplify things, we will assume in this section only one generation of par-
ticles. This means also that we forget about Cabibbo–Kobayashi–Maskawa
mixing of families.

Recall that the fermion representation of the Standard Model is 30-dimen-
sional: 15 for the particles and 15 for the antiparticles, if we do not include
the right-handed neutrino (see appendix B). For SU(5), we can make a 15 di-
mensional representation by taking 5 ⊕ 10 (see § A.1.1). Adding the conjugate
to this representation gives the 30-dimensional representation

5 ⊕ 5 ⊕ 10 ⊕ 10. (7.5)

Let us see what happens if we restrict these representations to GSM. We
use the embedding of GSM in SU(5) given by (7.2):

(
ζ−2u3

ζ3u2

)
∈ SU(5), (7.6)

where u3 ∈ SU(3), u2 ∈ SU(2) and ζ ∈ U(1). The action of the SU(5) matrix
on C5 is now split in the action of ζ−2u3 on C3 and ζ3u2 on C2.

• First, we look at the 5:
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– The matrix (7.6) acts as follows on C3:

v 7→ ζ−2u3v. (7.7)

In the language of appendix B, this is the
(
3, 1,− 1

3

)
and corre-

sponds to the dR.1

– On a vector in C2 it acts as

v 7→ ζ3u2v, (7.8)

which is the
(
1, 2, 1

2

)
and corresponds to

(
νeR

e+R

)
.

So we interpret the particle content of the 5 as

5 :




dr
R

d
g
R

db
R

νeR

e+R




. (7.9)

With this notation we mean that e1 corresponds to dr
R etc. (The ei denote

the 5 standard basis vectors of C5.) Taking the conjugate gives us the
content of the 5:

5 :




d
r
L

d
g
L

d
b
L

νeL

e−L




. (7.10)

• Now we look at the 10. First, note that

∧2(C3 ⊕ C2) ≃ ∧2
C3 ⊕ ∧2

C2 ⊕ C3 ⊗ C2 (7.11)

as vector spaces. The matrix (7.6) acts on this as follows:

– On
∧2

C3:
v ∧ w 7→ ζ−4 u3v ∧ u3w (7.12)

which is the
(∧23, 1,− 2

3

)
=
(
3, 1,− 2

3

)
, where we used eq. (A.34).

This corresponds to the uL.

– On
∧2

C2:
v ∧ w 7→ ζ6 u2v ∧ u2w, (7.13)

which is the (1,
∧22, 1) = (1, 1, 1) (because of (A.41)) and corre-

sponds to the e+L .

– On C3 ⊗ C2:
v3 ⊗ v2 7→ ζ u3v3 ⊗ u2v2, (7.14)

which is the
(
3, 2, 1

6

)
and corresponds to

(
uL
dL

)
.

1Recall that in this notation, the third number is 1
6 q, where q is the power of the element in

U(1); so in this case we have 1
6 · −2 = − 1

3 .
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So we interpret the content of the 10 as follows:

10 :




0 ub
L −u

g
L ur

L dr
L

0 ur
L u

g
L d

g
L

0 ub
L db

L
0 e+L

0




. (7.15)

With this notation we mean that e1 ∧ e2 corresponds to ub
L etc. The mean-

ing of the − sign before ub
R will be explained in § 7.3.1. The content of

the 10 is

10 :




0 ub
R −u

g
R ur

R d
r
R

0 ur
R u

g
R d

g
R

0 ub
R d

b
R

0 e−R
0




. (7.16)

To summarize this, we denote the symmetry breaking of the fermion repre-
sentation as:

5 
(
3, 1,− 1

3

)
⊕
(
1, 2, 1

2

)
, (7.17a)

10 
(
3, 1,− 2

3

)
⊕ (1, 1, 1)⊕

(
3, 2, 1

6

)
. (7.17b)

Note that the 5 and the 10 contain the left-handed particles and antiparti-
cles and the 5 and 10 the right-handed ones.

We can conclude that the representation (7.5) gives the fermions of the
Standard Model by breaking SU(5) to the Standard Model gauge group.

7.3.1 Fermion Representations & Exterior Products

In [1],2 the SU(5) model is described from a nice point of view. In this
approach, it is nice to include right-handed neutrinos, so we need a 32-
dimensional representation. The full exterior algebra of C5,

∧
C

5 = C ⊕ C
5 ⊕∧2

C
5 ⊕∧3

C
5 ⊕∧4

C
5 ⊕∧5

C
5 (7.18)

is 32-dimensional.3

We let an u ∈ SU(5) act on this space by the representation

ρ : SU(5) → GL(
∧

C
5), ρ(u)(v1 ∧ · · · ∧ vk) = uv1 ∧ · · · ∧ uvk, (7.19)

or in the language of § A.1:

ρ = Triv ⊕ St ⊕∧2 St ⊕∧3 St ⊕∧4 St ⊕∧5 St

∼ Triv ⊕ St ⊕∧2 St ⊕∧2St ⊕ St ⊕ Triv,
(7.20)

where we used Prop. A.11. In the language of § A.1.1, this can be written as

1 ⊕ 5 ⊕ 10 ⊕ 10 ⊕ 5 ⊕ 1. (7.21)

2Some −-signs are chosen here differently as in [1].
3See Def. A.3i.
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Except for the two singlets, this is exactly (7.5)!
In order of interpret the basis of

∧
C5 as particles, we will call the basis

vectors of C5 r, g, b, u and d. r, g and b stand for the thee quark colours and
u and d for weak isospin up and down.

Given (7.9), we have the following correspondence between particles and
rank-1 tensors:

dr
R : r

d
g
R : g

db
R : b

νeR : u

e+R : d.
(7.22)

The ∧-structure of our representation gives a nice implementation of charge
conjugation: we let it correspond with taking the Hodge dual, since this cor-
responds to taking the conjugate representation (see Prop. A.11). So for the
rank-4 antisymmetric tensors we have the correspondences:

d
r
L : ∗ r = g ∧ b ∧ u ∧ d

d
g
L : ∗ g = b ∧ r ∧ u ∧ d

d
b
L : ∗ b = r ∧ g ∧ u ∧ d

νeL : ∗ u = g ∧ r ∧ b ∧ d

e−L : ∗ d = r ∧ g ∧ b ∧ u.
(7.23)

Given (7.15), we have for the rank-2 tensors:

ub
L : r ∧ g

u
g
L : b ∧ r

u
g
L : g ∧ b

e+L : u ∧ d

ur
L : r ∧ u

u
g
L : g ∧ u

ub
L : b ∧ u

dr
L : r ∧ d

d
g
L : g ∧ d

db
L : b ∧ d

(7.24)

Taking the conjugates/Hodge duals, we get for the rank-3 tensors:

ub
R : ∗ r ∧ g = b ∧ u ∧ d

u
g
R : ∗ b ∧ r = g ∧ u ∧ d

u
g
R : ∗ g ∧ b = r ∧ u ∧ d

e−R : ∗ u ∧ d = r ∧ g ∧ b

ur
R : ∗ r ∧ u = g ∧ b ∧ d

u
g
R : ∗ g ∧ u = b ∧ r ∧ d

ub
R : ∗ b ∧ u = r ∧ g ∧ d

d
r
R : ∗ r ∧ d = b ∧ g ∧ u

d
g
R : ∗ g ∧ d = r ∧ b ∧ u

d
b
R : ∗ b ∧ d = g ∧ r ∧ u

(7.25)

Now it is clear why it is nice to choose the minus sign in front of the u
g
L in

(7.15): the correspondence ub
L : r ∧ g holds for all cyclic permutations of r, g

and b and consequently, uc
R : c ∧ u ∧ d holds for all c ∈ {r, g, b}.

Now only the rank-0 and rank-5 tensors have no interpretation yet. It does
not matter which one corresponds to the right-handed neutrino and the left-
handed anti-neutrino, they correspond both to the trivial representation. It is
nice to choose

νeL : 1, νeR : r ∧ g ∧ b ∧ u ∧ d, (7.26)
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such that all left-handed particles and antiparticles correspond to even-rank
tensors and all right-handed ones to odd-rank tensors.

7.4 New Gauge and Higgs Bosons

The new symmetry which is introduced in the SU(5) model correspond to
new gauge bosons. In the Standard Model we have (32 − 1)+ (22 − 1)+ 1 = 12
gauge bosons and in the SU(5) model we have 52 − 1 = 24 of them. The 12
new ones are sometimes called the X and Y bosons or lepto-quarks and diquarks.

The breaking of the SU(5)-symmetry to the Standard Model gauge group
via the embedding (7.6) is achieved with a Higgs field in the adjoint represen-
tation (the 24). The corresponding Higgs potential is such that the vacuum
state is a multiple of

(
213

−312

)
∈ M5(C)Tr=0. (7.27)

The subgroup of SU(5) that leaves the vacuum state invariant is

{
u = SU(5)

∣∣∣∣ u

(
213

−312

)
u∗ =

(
213

−312

)}

=

{(
u3

u2

)
∈ SU(5)

∣∣∣∣ u3 ∈ U(3), u2 ∈ U(2)

}
= S

(
U(3)× U(2)

)
,

(7.28)

which is indeed exactly what we need (see § 7.2).
To achieve the electroweak symmetry breaking (see § B.2), a Higgs field in

the 5 is introduced. Recall from eq. (7.17a) that this representation breaks to

5 
(
3, 1,− 1

3

)
⊕
(
1, 2, 1

2

)
. (7.29)

This is what we need, since the Standard Model Higgs transforms as a
(
1, 2, 1

2

)

(eq. (B.8)). The Higgs potential has to be such that the vacuum state is a
multiple of 



0
0
0
0
1




∈ C
5. (7.30)

Note that we do not only obtain the Standard Model Higgs, but also a color
triplet scalar. The latter has vacuum expectation value 0 and causes no spon-
taneous symmetry breaking.

7.5 Phenomenology

What does the SU(5) model imply phenomenologically? That is, what does
it predict, which can be verified experimentally? There is no way to produce
X and Y bosons in a collider experiment, because of their enormous mass of
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about 4 · 1014 GeV.4 But there is another method: the SU(5) model predicts
proton decay, for example in a e+ plus a π0 = uu via the following channels:5

X

d

u u

e+

Y

d

u

e+

u

(7.31)

In the SU(5) model, the decay rate of the proton into a positron and a pion
is calculated to be 4.5 × 1029±1.7 yr.6 However, the experimental lower bound
is 8.2 · 1033 yr ([17]).

Furthermore, the model predicts a weak mixing angle (θW) with (sin θW)2 ∼
0.206. This is not far from the experimental observed value of about 0.231, but
this is measured precise enough to rule this value out.7

4See [11], eq. (18.35).
5See [15], page 264 and Fig. 3.3 and [18], § 4.3.
6See [11], eq. (18.51).
7See [11], eq. (18.35) and [17].
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Chapter 8

The SU(5) Model and
Noncommutative Geometry

In this chapter, a spectral triple is studied (only the algebra and its represen-
tation) that gives the same gauge theory as the SU(5) model, including the
right fermion representations. However, the symmetry breaking mechanism
turns out to be incorrect.

8.1 Algebra, Representation & Gauge Theory

We take a real spectral triple of the form (4.14) with

AF = M5(C)⊕ R, (8.1)

HF = C
3 ⊗H

′ where H
′ = C

5 ⊕ C
5 ⊕ C

5 ⊗ C
5 ⊕ C

5 ⊗ C
5, (8.2)

and AF is represented on HF as

πF(m, λ) = 13 ⊗ π′(m, λ) (8.3)

where

π′ : AF → End(H ′), π′(m, λ) =




m
λ15

m ⊗ 15

15 ⊗ m.


 . (8.4)

Note that AF is not complex but real and πF is not complex linear, but real
linear, like the spectral triple of the Standard Model (equations (6.41) and
(6.44)).

We take for the real structure

JF = 13 ⊗ J′, where J′ =




15

15

125

125


 ◦ (·), (8.5)
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for which εF = J2
F = 1. This gives

J′π′(m, λ)J′∗ =




λ15

m
15 ⊗ m

m ⊗ 15


 . (8.6)

The group of unitary elements in AF is

U(AF) = U(5)× µ2, (8.7)

the algebra ÃF JF
is

ÃF JF
= {(m, λ) ∈ AF | m = λ15, m ⊗ 15 = 15 ⊗ m}
= span

R
{(15, 1)} ≃ R,

(8.8)

so the group U(ÃF JF
) is just

U(ÃF JF
) ≃ µ2. (8.9)

This implies that the gauge group is

G (AF) = U(5)× {1} ≃ U(5). (8.10)

Like in the Standard Model, we impose the unimodularity condition, which
gives the group

SπF
G (AF) =

{
(u, 1) ∈ U(5)× {1}

∣∣ det πF(u, 1) = 1
}

≃ {u ∈ U(5) | det u3 = 1} ∼ SU(5).
(8.11)

The fermion representation for this gauge group is given by

ρF(u, 1) = πF(u, 1)JFπF(u, 1)J∗F = 13 ⊗ ρ′(u), (8.12)

where

ρ′(u) = π′(u, 1)J′π′(u, 1)J′ =




u
u

u ⊗ u
u ⊗ u


 . (8.13)

In the language of § A.1.1, this is three copies of

5 ⊕ 5 ⊕ 5 ⊗ 5 ⊕ 5 ⊗ 5 = 5 ⊕ 5 ⊕ 10 ⊕ 15 ⊕ 10 ⊕ 15, (8.14)

using eq. (A.30). Except for the 15 and its conjugate, these are exactly the
fermions of the SU(5) model (without right-handed neutrinos). JF inter-
changes indeed particles and antiparticles.

Note that this model does not contain the right-handed neutrinos. To
include these particles, one can simply extend the algebra representation with
two extra representations of R, on order to obtain two singlets.
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Recall from § 7.3 that the 5 and the 10 (i.e. the even-rank antisymmetric
tensors, in the language of § 7.3.1) contain the lefthanded particles and an-
tiparticles and the 5 and the 10 (the odd-rank tensors) contain the righthanded
ones. So it makes sense to take the grading on our spectral triple to be

ΓF = 13 ⊗ Γ′ where Γ′ =




−15

15

15 ⊗ 15

−15 ⊗ 15


 . (8.15)

So ε′′F = −1.

8.2 The Dirac operator

The next step is to construct the Dirac operator DF for our spectral triple. We
make the assumption that it is of the form

DF =




D(1)

D(2)

D(3)


 , (8.16)

where the D(i) are hermitian operators on H ′. This assumption corresponds
to ignoring Cabibbo–Kobayashi–Maskawa-like mixing of fermion masses be-
tween the families.

Because DF and ΓF anticommute (eq. (4.4b)), D(i) and Γ′ do, which implies

that D(i) is of the form

D(i) =




D
(i)
I D

(i)
II

D
(i)∗
I D

(i)
III

D
(i)∗
II D

(i)
IV

D
(i)∗
III D

(i)∗
IV




, (8.17)

where
D

(i)
I ∈ End(C5) = M5(C),

D
(i)
II , D

(i)
III ∈ Hom(C5 ⊗ C

5, C
5) = M5×25(C),

D
(i)
IV ∈ End(C5 ⊗ C

5) = M25(C).

(8.18)

We take ε′F = 1, in other words: DF (D(i)) and JF (J′) commute (4.5b).
Writing this out gives

D
(i)
I = D

(i)⊤
I , D

(i)
IV = D

(i)⊤
IV , D

(i)
II = D

(i)
III . (8.19)

Writing out the order-one condition (eq. (4.5e)) gives

λD
(i)
I n − mD

(i)
I n = µλD

(i)
I − µmD

(i)
I ,

D
(i)
II (m ⊗ n)− mD

(i)
II (15 ⊗ n) = µD

(i)
II (m ⊗ 15)− µmD

(i)
II ,

D
(i)∗
IV (m ⊗ n)− (15 ⊗ m)D

(i)∗
IV n = (n ⊗ 1)D

(i)∗
IV (m ⊗ 15)− (n ⊗ m)D

(i)∗
IV

(8.20)
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for all m, n ∈ M5(C) and λ, µ ∈ R. From this it follows directly that D
(i)
I = 0

(take m, n = 0 and µ, λ = 1), D
(i)
IV = 0 (take m, n = i15) and

D
(i)
II (m ⊗ 15) = mD

(i)
II (8.21)

(take µ = 0 and n = 15).

Claim 8.1. All solutions for D
(i)
II of eq. (8.21) are of the form

D
(i)
II = 15 ⊗ d(i)∗, (8.22)

for d(i) ∈ C5. In other words: D
(i)
II acts on v ⊗ w ∈ C5 ⊗ C5 as follows:

D
(i)
II (v ⊗ w) = (d(i)∗w)v = 〈d(i), w〉v. (8.23)

Proof. We write D̃(i)(v ⊗ w) = D
(i)
II (w ⊗ v), because writing out tensor prod-

ucts as Kronecker products is more convenint this way. Eq. (8.21) reads then

D̃(i)(15 ⊗ m) = mD̃(i). (8.24)

Writing D̃(i) =
(

D̃
(i)
1 · · · D̃

(i)
5

)
, where D̃

(i)
j ∈ M5(C), gives us

(
D̃

(i)
1 m · · · D̃

(i)
5 m

)
=
(

D̃
(i)
1 · · · D̃

(i)
5

)



m
. . .

m




=
(

D̃
(i)
1 · · · D̃

(i)
5

)
(15 ⊗ m)

= m
(

D̃
(i)
1 · · · D̃

(i)
5

)

=
(

mD̃
(i)
1 · · · mD̃

(i)
5

)
,

(8.25)

where we used (8.24) in the third step. The only solution for the D̃
(i)
j is then

D̃
(i)
j = d

(i)
j 15, where

d(i) =




d
(i)
1
...

d
(i)
5


 ∈ C

5. (8.26)

So we have
D̃(i) =

(
d
(i)
1 15 · · · d

(i)
5 15

)
= d(i)∗ ⊗ 15 (8.27)

and hence
D

(i)
II = 15 ⊗ d(i)∗ (8.28)

For D(i) we have now:

D(i) =




15 ⊗ d(i)∗

15 ⊗ d(i)⊤

15 ⊗ d(i)

15 ⊗ d(i)


 . (8.29)
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For the spectral triple (AFHF, DF) we have εF = 1, ε′F = 1 and ε′′F = −1,
so its KO-dimension is 6. The KO-dimension of the full product space is
4 + 6 ≡ 2 (mod8).

8.3 The Symmetry Breaking Mechanism

8.3.1 Assuming the Correct Mechanism

Suppose that we get the correct symmetry breaking mechanism from the spec-
tral action, although we will see in the next two subsections that this is not
the case. So suppose that we get the Standard Model gauge group for the bro-
ken theory, with the embedding given by eq. (7.2). How do the new fermions
transform under the Standard Model gauge group?

We follow the same procedure for the 15 as we did for the 10 on page 50:
We start with the vector space isomorphism

Sym2(C3 ⊕ C
2) ≃ Sym2

C
3 ⊕ Sym2

C
2 ⊕ C

3 ⊗ C
2. (8.30)

The matrix (7.6) acts on this as follows:

• On Sym2
C3:

v ⊗S w 7→ ζ−4 u3v ⊗S u3w, (8.31)

which is the
(

Sym2 3, 1,− 2
3

)
=
(
6, 1,− 2

3

)
, because of eq. (A.36).

• On Sym2
C2:

v ⊗S w 7→ ζ6 u2v ⊗S u2w, (8.32)

which is the (1, Sym2 2, 1) = (1, 3, 1), because of eq. (A.44).

• And on Sym2
C2:

v2 ⊗S v3 7→ ζ u3v3 ⊗S u2v2, (8.33)

which is the
(
3, 2, 1

6

)
, which is the same representation as for the

(
uL
dL

)
.

This means that these particles cannot be distinguished from left-handed
quarks, except for their mass.

Let us see how these particles behave after electroweak symmetry breaking
(see § B.2):

• Because the
(
6, 1,− 2

3

)
is a singlet under SU(2), it is the

(
6,− 2

3

)
under

SU(3)× U(1).

• The (1, 3, 1) is a 3 under SU(2). In this case, I3 takes the values 1, 0 and
−1, so it breaks to (1, 2)⊕ (1, 1)⊕ (1, 0).

•
(
3, 2, 1

6

)
breaks of course the same way as the left-handed quarks of the

Standard Model: to
(
3, 2

3

)
⊕
(
3,− 1

3

)
.

To summarize, we write:

15  
(
6, 1,− 2

3

)
⊕ (1, 3, 1) ⊕

(
3, 2, 1

6

)

 

(
6,− 2

3

)
⊕ (1, 2)⊕ (1, 1)⊕ (1, 0) ⊕

(
3, 2

3

)
⊕
(
3,− 1

3

)
,

(8.34)

where the first arrow denotes the breaking of SU(5) to the Standard Model,
and the second one the electroweak symmetry breaking.
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8.3.2 The Scalar Fields

In the previous subsection we assumed that our model has the correct sym-
metry breaking mechanism to break the SU(5)-theory to the Standard Model.
In this and the next subsection we will see what mechanism the spectral triple
gives us actually.

In § 5.1.1 we have seen that fluctuating the Dirac operator of an almost-
commutative spectral triple gives rise to gauge and scalar bosons. The scalar
field is given by (eq. (5.26b))

Φ = ∑
j

f j ⊗ πF(mj, λj)[DF, πF(nj, µj)], (8.35)

where f j ∈ C∞(M, R), mj, nj ∈ M5(C)sa and λj, µj ∈ R. Writing this out
explicitly gives:

Φ = ∑
j

f j ⊗
3⊕

i=1




0

λj15 ⊗ d(i)⊤nj − λjµj15 ⊗ d(i)⊤

0

µj15 ⊗ mjd(i) − 15 ⊗ mjnjd(i)




=
3⊕

i=1




0

15 ⊗ (φd(i))⊤

0

15 ⊗ φd(i)


 ,

(8.36)

where we have used the self-adjointness of Φ and have rewritten

φ = ∑
j

f j ⊗ (λjn
∗
j − λjµj15) = ∑

j

f j ⊗ (µjmj − mjnj)

∈ C∞(M)⊗ M5(C) ≃ C∞
(

M, M5(C)
)
.

(8.37)

On Φ, a u ∈ C∞
(

M, SU(5)
)

acts as follows:

π(u, 1)Φπ(u∗, 1) =
3⊕

i=1




0

15 ⊗ (uφd(i))⊤

0

15 ⊗ uφd(i)


 , (8.38)

so on φ =
(
φ1 · · · φ5

)
(φj ∈ C∞(M, C5)) it acts as uφ =

(
uφ1 · · · uφ5

)
.

This representation decomposes into five irreps: five times the standard rep-
resentation. In the language of § A.1.1 we can write it as

5 ⊕ 5 ⊕ 5 ⊕ 5 ⊕ 5. (8.39)

An equivalent way to see this, is as follows: Φ appears in the fluctuated
Dirac operator as (see eq. (5.20))

(ΓM ⊗ 1)Φ + J(ΓM ⊗ 1)ΦJ∗ = (ΓM ⊗ 1)Φ + (ΓM ⊗ 1)JΦJ∗

= (ΓM ⊗ 1)Φ.
(8.40)
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In the first step we used that ε′′M = 1, and in the second one we introduced:

Φ = Φ + JΦJ∗

=
3⊕

i=1




15 ⊗ (φd(i))∗

15 ⊗ (φd(i))⊤

15 ⊗ φd(i)

15 ⊗ φd(i)


 ,

(8.41)

Φ transforms under conjugation with π(u, 1)Jπ(u, 1)J∗ = ρ(u, 1) as:

ρ(u, 1)Φρ(u∗, 1)

=
3⊕

i=1




15 ⊗ (uφd(i))∗

15 ⊗ (uφd(i))⊤

15 ⊗ uφd(i)

15 ⊗ uφd(i)


 .

(8.42)

So u acts indeed on φ as uφ.

8.3.3 The Higgs Potential & the Broken Theory

Recall from § 7.4 that a Higgs field in the adjoint (24) is needed to break
the SU(5) model to the Standard Model. Our field φ is not able to do this.
Depending on the vacuum expectation values, the only broken gauge groups
that can be obtained are SU(5 − l), for l ≤ 5:

Proposition 8.2. Consider a SU(N) gauge theory with k scalar fields in the standard
representation with vacuum expectation values v1, . . . , vk ∈ CN . They break the
SU(N) symmetry to an SU(N − l) symmetry, for some l ≤ N, k.

In other words:

{
u ∈ SU(N)

∣∣ ∀i ∈ {1, . . . , k} : uvi = vi

}
≃ SU(N − l) (8.43)

as groups. The number l is given by l = dim V , for V = span{v1, . . . , vk}.

Proof. The condition
∀i ∈ {1, . . . , k} : uvi = vi (8.44)

is equivalent to
∀v ∈ V : uv = v. (8.45)

Let B = v′1, . . . , v′N be a basis for CN with the property that v′1, . . . , v′l is a basis
for V . The condition (8.45) is then equivalent to

∀i ∈ {1, . . . , l} : uv′i = v′i. (8.46)

This means that in the basis B, u is of the form

u =

(
1l

u′

)

B

, (8.47)

where u′ ∈ SU(N − l).
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Let us see which broken theory we get. The Higgs potential is the sector
of the Lagrangian which only contains Φ (and hence φ), without derivatives
or couplings to other fiels (such as the gauge or gravitational field). We will
derive this potential, without computing the full spectral action as in § 6.1. Φ

appears in DA as (ΓM ⊗ 1)Φ, so it appears in the endomorphism E = ∆− D2
A

of eq. (5.45) as −Φ
2 (forgetting about the cross terms). For the Seeley–DeWitt

coefficients (eq. (5.50)) a2(D2
A, x) and a4(D2

A, x), we have the contributions

− 1

4π2
TrHF

Φ
2 and

1

8π2
TrHF

Φ
4 (8.48)

respectively. The spectral action (eq. (5.64)) gets thus a contribution

∫

M
d4x

√
g
(
− 1

2π2
f2Λ2 TrHF

Φ
2 +

1

8π2
f (0)TrHF

Φ
4
)

=
1

4π2

∫

M
d4x

√
g V,

(8.49)

where V is the Higgs potential

V = −2 f2Λ2 TrHF
Φ

2 + 1
2 f (0)TrHF

Φ
4. (8.50)

In our case we have

Φ
2 =

3⊕

i=1




(φd(i))∗φd(i)15

(φd(i))⊤φd(i)15

15 ⊗ φd(i)(φd(i))∗

15 ⊗ φd(i)(φd(i))⊤


, (8.51)

so

TrHF
Φ

2 = 20
3

∑
i=1

(φd(i))∗φd(i) = 20
3

∑
i=1

〈φd(i), φd(i)〉; (8.52)

and similarly

TrHF
Φ

4 = 20
3

∑
i=1

〈φd(i), φd(i)〉2. (8.53)

The Higgs potential is then

V = 20
3

∑
i=1

(
− 2 f2Λ〈φd(i), φd(i)〉+ 1

2 f (0)〈φd(i), φd(i)〉2
)
. (8.54)

Assume that the vectors d(1), d(2) and d(3) are linearly independent. There
exists then a basis transformation T ∈ GL(5, C) with

Td(i) = ei. (8.55)

We write
φT−1 = φ′ =

(
φ′

1 · · · φ′
5

)
, (8.56)

which implies

φd(i) = φT−1ei = φ′ei = φ′
i , (8.57)
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so the potential can be written as

V = 20
3

∑
i=1

(
− 2 f2Λ2〈φ′

i , φ′
i〉+ 1

2 f (0)〈φ′
i , φ′

i〉2
)
. (8.58)

We had 5 scalar fields φ1, . . . , φ5 in the 5 of SU(5), but we just have shown with
a basis transformation that only 3 of them, φ′

1, φ′
2, φ′

3, appear in the potential;
the other two are unphysical.

Using Prop. 8.2, we can conclude that this symmetry breaking mechanism
leads to a SU(5 − m) theory, for m ∈ {0, 1, 2, 3}, depending on the linear
dependence of the vacuum expectation values of the three fields.

We assumed that the d(i) are linearly independent. Relaxing this assump-
tions and using a similar reasoning as above, one can conclude that the broken

theory is SU(5 − m)-invariant, where m ≤ dim span{d(1), d(2), d(3)}. A special

case is d(1), d(2), d(3) = 0 (that is DF = 0): then m = 0, so no symmetry
breaking occurs.

8.4 Literature

In [16], it is argued that it is impossible to construct a spectral triple that
gives the representations (7.5). The argument they use, is that the 10 is not an
algebra representation of M5(C). Recall that the fermion representation is not
the representation of the algebra in the spectral triple, but it is given by eq.
(5.36). This difference of interpretation can be explained: [16] is based on the
Connes–Lott model, an older NCG-approach to the Standard Model.

In § 4.2, it was mentioned that in [12] a diagrammatical method is devel-
oped to classify finite-dimensional spectral triples. In that paper, the SU(5)
model is mentioned as an example (§ 5.3). A similar spectral triple is chosen,
but for AF, M5(C)⊕ C is taken. This gives (modulo finite abelian groups) the
gauge group U(5) × U(1). [12] suggests to apply the unimodularity condi-
tion to the two components of the algebra separately, to get the SU(5). With
AF = M5(C)⊕ R, this is not necessary.

In § 5.4 of the same paper it is claimed here that it is not possible to have
Higgs fields in the adjoint epresentation (in our NCG-framework). From this,
the same conclusion is drawn about the symmetry breaking mechanism as we
did: this model does allow for the correct one.
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Appendix A

Some Results from
Representation Theory

In this appendix, we give some results of group representation theory, mainly
the representation theory of SU(N). This is not meant as a full treatment of
this theory; only results which are relevant for this thesis are given.

A.1 SU(N)

Definition A.1 (Trivial representation). The trivial representation is

Triv : SU(N) → GL(C) = C
×, Triv(u) = 1. (A.1)

Definition A.2 (Standard representation). The irrep

St : SU(N) → GL(CN) = GL(N, C), St(u) = u (A.2)

is called the defining, standard or fundamental representation of SU(N). This is
just the inclusion map of SU(N) in GL(N, C).

Definition A.3 ((Anti)symmetric product). Let V be an n-dimensional vector
space.

i. We define the antisymmetric product as

v1 ∧ v2 = 1
2 (v1 ⊗ v2 − v2 ⊗ v1) (A.3)

(for v1, v2 ∈ V ) and the
( n

k

)
-dimensional vector spaces

∧k
V as

∧k
V = span{v1 ∧ · · · ∧ vk | v1, . . . , vk ∈ V }. (A.4)

Equipped with the multiplication ∧,
∧

V =
⊕N

k=0

∧k
V is a 2n-dimensional

algebra, called the exterior algebra of V .

ii. In the same way, we define the symmetric product as

v1 ⊗S v2 = 1
2 (v1 ⊗ v2 + v2 ⊗ v1) (A.5)
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and the
( n+k−1

k

)
-dimensional vector spaces Symk

V as

Symk
V = span{v1 ⊗S · · · ⊗S vk | v1, . . . , vk ∈ V }. (A.6)

Definition A.4 ((Anti)symmetric representations). Let ρ : SU(N) → GL(V )
be a representation.

i. We define the antisymmetric representation of rank k ∈ N≤N as

∧kρ : SU(N) → GL(
∧k

V )

(
∧kρ)(u)(v1 ∧ · · · ∧ vk) = uv1 ∧ · · · ∧ uvk,

(A.7)

ii. and the symmetric representation of rank k ∈ N as

Symk ρ : SU(N) → GL(Symk
V )

(Symk ρ)(u)(v1 ⊗S · · · ⊗S vk) = uv1 ⊗S · · · ⊗S uvk

(A.8)

Proposition A.5. Let ρ : SU(N) → GL(V ) be an irrep. Then:

i.
∧kρ and Symk ρ are irreps too (for any k),

ii. and the rank-2 tensor product of ρ has the following decomposition in irreps:

ρ ⊗ ρ ∼ Sym2 ρ ⊕∧2ρ. (A.9)

Definition A.6 (Conjugate & dual representation). For a representation ρ :
SU(N) → GL(V ), one defines:

i. the conjugate representation ρ as:

ρ : SU(N) → GL(V ), ρ(u)v = ρ(u)v, (A.10)

ii. and the dual representation ρ∗ as:

ρ∗ : SU(N) → GL(V ∗), ρ∗(u)v∗ = v∗ρ(u)∗. (A.11)

Lemma A.7. These representations are equivalent

ρ ∼ ρ∗, (A.12)

intertwined by matrix transposition; i.e.: for any u ∈ SU(N), the diagram

V ∗ V ∗ρ∗(u)
//

V

V ∗

(•)⊤

��

V V
ρ(u)

// V

V ∗

(•)⊤

��

(A.13)

commutes.
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Proof. It commutes, because

(
ρ(u)v

)⊤
=
(
ρ(u)v

)⊤
= v⊤ρ(u)

⊤
= v⊤ρ(u)∗ = ρ∗(u)v⊤. (A.14)

Definition A.8 (Adjoint representation). The adjoint representation of SU(N) is
defined as the (N2 − 1)-dimensional representation

Ad : SU(N) → GL
(
MN(C)Tr=0

)
, Ad(u)m = umu∗. (A.15)

It is well-defined, because

Tr
(

Ad(u)m
)
= Tr umu∗ = Tr m = 0. (A.16)

Proposition A.9. i. The adjoint representation is irreducible.

ii. The tensor product of the standard representation and its conjugate has the
following decomposition in irreps:

St ⊗ St ∼ Ad ⊕ Triv . (A.17)

Let us have a closer look at the representations
∧k St. Note that

∧k
C

N ≃ ∧N−k
C

N (A.18)

as vector spaces, because

dim
∧N−k

C
N =

(
N

N − k

)
=

(
N

k

)
= dim

∧k
C

N . (A.19)

The corresponding isomorphism is:

Definition A.10 (Hodge dual). For every k ∈ N≤N we define the linear map:

∗ :
∧k

C
N → ∧N−k

C
N

∗ ei1 ∧ · · · ∧ eik =
1

(N − k)! ∑
ik+1,...,iN

εi1 ...iN
eik+1

∧ · · · ∧ eN ,
(A.20)

where e1, . . . , eN denotes the standard basis of CN and εi1 ...iN
is the Levi–Civita

symbol. This map is called the Hodge dual or Hodge ∗-operator.

We can show that this notion of duality extends to SU(N) representations:

Proposition A.11. For any k ∈ N≤0:

∧kSt ∼ ∧N−k St , (A.21)

intertwined by the Hodge-∗. In other words, for any u ∈ SU(N), the diagram

∧N−k
CN ∧N−k

CN
(
∧N−k St)(u)

//

∧k
CN

∧N−k
CN

∗
��

∧k
CN ∧k

CN
(
∧k St)(u)

//
∧k

CN

∧N−k
CN

∗
��

(A.22)

commutes.
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Proof. It commutes if for any i1, . . . , ik ∈ N

∗(∧kSt)(u)(ei1 ∧ · · · ∧ eik ) = (
∧N−k St)(u)(∗ ei1 ∧ · · · ∧ eik ). (A.23)

Let us write this out. For the left-hand side we get

∗(∧kSt)(u)(ei1 ∧ · · · ∧ eik )

= ∗(uei1 ∧ · · · ueik )

= ∑
j1,...,jk

uj1i1 · · · ujk ik ∗ ej1 ∧ · · · ∧ ejk

=
1

(N − k)! ∑
j1,...,jN

ε j1 ...jN uj1i1 · · · ujk ik ejk+1
∧ · · · ∧ ejN ,

(A.24)

and for the right-hand side

(
∧N−k St)(u)(∗ ei1 ∧ · · · ∧ eik )

=
1

(N − k)! ∑
ik+1,...,iN

εi1 ...iN
(
∧N−k St)(u)(eik+1

∧ · · · ∧ eiN
)

=
1

(N − k)! ∑
ik+1,...,iN

εi1 ...iN
ueik+1

∧ · · · ∧ ueiN

=
1

(N − k)! ∑
ik+1,...,iN ,jk+1,...,jN

εi1 ...iN
ujk+1ik+1

· · · ujN iN
ejk+1

∧ · · · ∧ eiN
.

(A.25)

Both sides are equal if

∑
j1,...,jk

ε j1 ...jN uj1i1 · · · ujk ik = ∑
ik+1,...,iN

εi1 ...iN
ujk+1ik+1

· · · ujN iN
. (A.26)

We will prove this by induction:

• Let k = 0. Then the left hand side of eq. (A.26) reduces to ε j1 ...jN . Using
the definition of the determinant and det u = 1, the left-hand side is

∑
i1,...,iN

εi1 ...iN
uj1i1 · · · ujN iN

= ε j1 ...jN det u = ε j1 ...jN . (A.27)

So eq. (A.26) is true for k = 0.

• Suppose (A.26) holds for some k. Then:

∑
j1,...,jk+1

ε j1 ...jN uj1i1 · · · ujk+1ik+1

= ∑
jk+1,l,ik+2,...,iN

εi1 ... ik l ik+2 ...,iN
ujk+1ik+1

ujk+1lujk+2ik+2
· · · ujN iN

= ∑
ik+2,...,iN

εi1 ...iN
ujk+2ik+2

· · · ujN iN
.

(A.28)

In the first step we used the induction hypothesis (A.26), where we re-
named the dummy index ik+1 to l, to avoid a clash of notation, since
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the ‘open’ indices of eq. (A.28) are i1, . . . , ik+1, jk+2, . . . , jN . In the second
step we used the unitarity of u:

∑
jk+1

ujk+1ik+1
ujk+1l = (u∗u)ik+1l = δik+1l . (A.29)

So (A.26) also holds for k + 1.

A.1.1 SU(5), SU(3) and SU(2)

In physics, it is customary to denote an irrep —actually: an equivalence class
of irreps— by its dimension in boldface, for a given N. For example, for
every N, the trivial representation is denoted by [Triv] = 11 and the standard
representation by [St] = N. To distinguish an irrep from its conjugate, we use
a bar, e.g. [St] = N.

We will apply the results of this appendix to three cases, which are relevant
in this thesis: N = 5, 3 and 2.

For SU(5): The standard representation is the [St] = 5. Plugging this into
Proposition A.5ii gives:

5 ⊗ 5 = Sym2 5 ⊕∧25 = 15 ⊕ 10, (A.30)

where we denoted
Sym2 5 = 15 and

∧25 = 10. (A.31)

Recall from Def. A.3 that the dimensions of these irreps are indeed dim Sym2
C5 =( 6

2

)
= 15 and dim

∧2
C5 =

( 5
2

)
= 10.

Proposition A.9ii reads:

5 ⊗ 5 = 24 ⊕ 1, (A.32)

where we denoted
[Ad] = 24, (A.33)

since dim M5(C)Tr=0 = 24.

For SU(3): The standard representation is the [St] = 3. From Proposition
A.11 it follows that

3 =
∧23. (A.34)

Plugging the 3 into Proposition A.5ii gives:

3 ⊗ 3 =
∧23 ⊕ Sym2 3 = 3 ⊕ 6, (A.35)

where we used eq. (A.34) and denoted

Sym2 3 = 6, (A.36)

since dim Sym2
C3 =

( 4
2

)
= 6.

1The brackets [· · · ] denote such an equivalence class.
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Proposition A.9ii reads in this case:

3 ⊗ 3 = 8 ⊕ 1, (A.37)

where we denoted
[Ad] = 8, (A.38)

since dim M3(C)Tr=0 = 8.

For SU(2): The standard representation is the [St] = 2. From Proposition
A.11 it follows that it is real:

2 =
∧12 =

∧12 = 2. (A.39)

Plugging the 2 into Proposition A.5ii gives

2 ⊗ 2 = Sym2 2 ⊕∧22 = Sym2 2 ⊕ 1, (A.40)

where we used Proposition A.11 again:

∧22 =
∧02 = 1. (A.41)

Proposition A.9ii reads:
2 ⊗ 2 = [Ad]⊕ 1. (A.42)

Using the reality of the 2 (eq. (A.39)) we see that

Sym2 2 ⊕ 1 = 2 ⊗ 2 = 2 ⊗ 2 = [Ad]⊕ 1, (A.43)

so we can write:
Sym2 2 = [Ad] = 3. (A.44)

It is indeed 3-dimensional: dim Sym2
C2 =

( 3
2

)
= 3 and dim M2(C)Tr=0 =

22 − 1 = 3.
To conclude:

2 ⊗ 2 = 2 ⊗ 2 = 3 ⊕ 1. (A.45)

A.2 U(1)

The representations of U(1) are

ρq : U(1) → GL(C) = C
×, ρq(ζ) = ζq, (A.46)

where q ∈ Z. Because U(1) is commutative, these ρq are indeed representa-
tions.

Note that ρ0 is the trivial representation, ρ1 the standard representation
and ρ−q is ρq’s conjugate.

In physics, q is interpreted as a charge (up to some factors), for example
electric charge or hypercharge.

70



A.3 Semisimple Groups

Definition A.12. Let G1, . . . , Gk be simple groups and let (for every i) ρi :
Gi → GL(Vi) be a representation of Gi. Then we define the representation
(ρ1, . . . , ρk) of G1 × · · · × Gk as

(ρ1, . . . , ρk) : G1 × · · · × Gk → GL(V1 ⊗ · · · ⊗ Vk),

(ρ1, . . . , ρk)(g1, . . . , gk)(v1 ⊗ · · · ⊗ vk) = ρ1(g1)v1 ⊗ · · · ⊗ ρk(gk)vk.
(A.47)

All irreps of G1 × · · · × Gk are of this form, for irreducible ρi.
Do not confuse this definition with the tensor product of representations

of one group.
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Appendix B

The Representation Theory of
the Standard Model

B.1 The Unbroken Standard Model

The particles in the Standard Model are described as irreps of the group
SU(3) × SU(2) × U(1), the gauge group of the Standard Model. According

to § A.3, we can label these irreps as follows:
(
n3, n2, 1

2 Y
)
. n3 and n2 are irreps

of SU(3) and SU(2) respectively, where we use the notation of § A.1.1. The

number 1
2 Y is a multiple of 1

6 and defines the U(1)-representation by the iden-

tification 1
6 q = 1

2 Y, where q is as in § A.2. The factors 1
2 and 1

6 are included
because they are customary in physics. Y is called the weak hypercharge.

The first-generation of (spin- 1
2 ) fermions of the Standard Model corre-

spond to the following irreps:

(
uL

dL

)
:
(
3, 2, 1

6

)
,

(
νeL

e−L

)
:
(
1, 2,− 1

2

)
,

uR :
(
3, 1, 2

3

)
,

dR :
(
3, 1,− 1

3

)
,

e−R : (1, 1,−1),

(
uR

dR

)
:
(
3, 2,− 1

6

)
,

(
νeR

e+R

)
:
(
1, 2, 1

2

)
,

uL :
(
3, 1,− 2

3

)
,

dL :
(
3, 1, 1

3

)
,

e+L : (1, 1, 1).

(B.1)

Charge conjugation corresponds to taking the conjugate representation. One
can include the right-handed neutrino and its antiparticle, which do not inter-
act with any gauge boson:

νeR : (1, 1, 0), νeL : (1, 1, 0). (B.2)

The (spin-1) gauge bosons correspond to the adjoint representations of the
three simple components of the gauge group:

g : (8, 1, 0), W : (1, 3, 0), B : (1, 1, 0). (B.3)
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B.1.1 The ‘True’ Gauge Group

We said that SU(3)× SU(2)×U(1) is the gauge group of the Standard Model.
This can be nuanced a bit. As we will see, a finite abelian subgroup acts
trivially under the representations (B.1). In other words, the kernel of the
representation is non-trivial. The ‘true’ gauge group is then the quotient of
SU(3)× SU(2)× U(1) with this kernel.

The representation (B.1) can be written as follows in its full glory:

ρ = (ρ′ ⊕ ρ′)⊕3, (B.4)

where ρ′ is the representation of one generation of fermions (without the anti-
fermions):

ρ′ : SU(3)× SU(2)× U(1) → GL(C3 ⊗ C
2 ⊕ C

2 ⊕ C
3 ⊕ C

3 ⊕ C),

ρ′(u3, u2, ζ) =




ζu3 ⊗ u2

ζ−3u2

ζ4u3

ζ−2u3

ζ−6




.
(B.5)

Its kernel is indeed nontrivial:

ker ρ = ker ρ′ = {(ζ2
13, ζ3

12, ζ) | ζ ∈ µ6} ≃ µ6.1 (B.6)

So we can say that (
SU(3)× SU(2)× U(1)

)/
µ6 (B.7)

is the ‘true’ gauge group of the Standard Model. Note that the gauge boson
representations also act trivially under the µ6-subgroup.

B.2 The Broken Standard Model

Besides the mentioned fermions and gauge bosons, the Standard Model con-
tains the (spin-0) Higgs boson, which transforms as

H :
(
1, 2, 1

2

)
. (B.8)

In order for the electro-weak symmetry breaking or Higgs mechanism2 to work,
the Higgs potential (the famous Mexican hat) is such that its vacuum states
(its minima) are not symmetric under the full Standard Model gauge group.

Traditionally, the vacuum state is taken to be a certain multiple of
( 0

1

)
. This is

invariant (in the representation (B.8)) under the subgroup

{
(u3, u2, ζ) ∈ SU(3)× SU(2)× U(1)

∣∣ ζ3u2

( 0
1

)
=
( 0

1

)}

=

{(
u3,

(
ζ3

ζ−3

)
, ζ

) ∣∣∣∣∣ u3 ∈ SU(3), ζ ∈ U(1)

}
≃ SU(3)× U(1).

(B.9)

1µN denotes the finite abelian group

µN = {ζ ∈ U(1) | ζN = 1} = {e2nπi/N | n ∈ ZN},

which is isomorphic to the additive group ZN .
2or Englert–Brout–Higgs–Guralnik–Hagen–Kibble mechanism
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We write the representations of SU(3)×U(1) in the form
(
n3, Q

)
, where Q

is interpreted as the electric charge. The relation between Q and the q of § A.2

is Q = 1
6 q.

Let us see how a SU(3)× SU(2)×U(1)-representation
(
n3, n2, 1

2 Y
)

behaves
under this symmetry breaking.

• For n2 = 1: Since the SU(2)-action is trivial, the symmetry breaking does
not really anything. We write this as

(
n3, 1, 1

2 Y
)
 

(
n3, 1

2 Y). (B.10)

• For n2 = 2: Explicitly, this representation is

ρ(u3, u2, ζ) = ζ3Y ρ3(u3)⊗ u2 (B.11)

(where we write [ρ3] = n3). Restricting ρ to the group (B.9) gives

ρ

(
u3,

(
ζ3

ζ−3

)
, ζ

)
= ρ3(u3)⊗

(
ζ3+3Y

ζ−3+3Y

)
. (B.12)

We denote this symmetry breaking as

(
n3, 2, 1

2 Y
)
 

(
n3, 1

2 + 1
2 Y
)
⊕
(
n3,− 1

2 + 1
2 Y
)
. (B.13)

• For n2 = 3: We can write this representation explicitly as

ρ(u3, u2, ζ) = ζ3Y ρ3(u3)⊗ Ad(u2). (B.14)

Restricting this to (B.9) gives:

ρ

(
u3,

(
ζ3

ζ−3

)
, ζ

)
= ζ3Y ρ3(u3)⊗ Ad

(
ζ3

ζ−3

)
. (B.15)

The operator Ad
(

ζ3

ζ−3

)
has 3 invariant subspaces, which are 1-dimen-

sional: the spans of
(

0 1
0 0

)
,
(

1
−1

)
and

(
0 0
1 0

)
:

Ad

(
ζ3

ζ−3

)(
0 1
0 0

)
=

(
0 ζ6

0 0

)
,

Ad

(
ζ3

ζ−3

)(
1

−1

)
=

(
1

−1

)
,

Ad

(
ζ3

ζ−3

)(
0 0
1 0

)
=

(
0 0

ζ−6 0

)
.

(B.16)

This means that we can write our restricted representation as

(
n3, 3, 1

2 Y
)
 

(
n3, 1 + 1

2 Y
)
⊕
(
n3, 1

2 Y
)
⊕
(
n3,−1 + 1

2 Y
)
. (B.17)
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In fact, we have now derived the Gell-Mann–Nishijima formula for these
cases:

Q = I3 +
1
2 Y, (B.18)

where I3 is the (third component of) weak isospin. I3 = 0 for SU(2)-singlets,

I3 ∈
{

1
2 ,− 1

2

}
for doublets and I3 ∈ {1, 0,−1} for triplets.

Applying this to our fermion representations gives:

uL :
(
3, 2

3

)
,

dL :
(
3,− 1

3

)
,

νeL : (1, 0),

e−L : (1,−1),

uR :
(
3, 2

3

)
,

dR :
(
3,− 1

3

)
,

νeR : (1, 0),

e−R : (1,−1),

uR :
(
3,− 2

3

)
,

dR :
(
3, 1

3

)
,

νeR : (1, 0),

e+R : (1, 1),

uL :
(
3,− 2

3

)
,

dL :
(
3, 1

3

)
,

νeL : (1, 0),

e−L : (1, 1),

(B.19)

where we recognize indeed the electric charges. Note that there is chiral (i.e.
left-right) symmetry. For the gauge bosons we get:

g : (8, 0),

W+ : (1, 1),

Z : (1, 0),

W− : (1,−1),

γ : (1, 0). (B.20)

A very important feature of this Higgs mechanism is that it generates the
masses of the massive particles, in particular for the W en Z bosons.
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