
RADBOUD UNIVERSITY NIJMEGEN

DEPARTMENT: MATHEMATICAL PHYSICS

BACHELOR’S THESIS MATHEMATICS

Relating Division Algebras to Hopf Fibrations
using K-theory

AUTHOR

S.C. van Lingen
SUPERVISOR

Dr. W.D. van Suijlekom

SECOND SUPERVISOR

Dr. S. Sagave

July 6, 2020



Contents

Introduction 2

1 Fibre Bundles 4
1.1 Vector Bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Principal Bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 K-theory 10
2.1 Topological K-theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Construction of K (M) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Construction of K̃ (M) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 K-theory on C∗-algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Realisation of Projections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3 The Hopf Fibrations 20
3.1 Division Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Projective Spaces and Spheres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Construction of the Hopf Fibrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4 Projections from the Hopf Fibrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4 Bott Periodicity 30
4.1 The Product Theorem and the Bott Generator . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2 Exact sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3 Operations on Topological Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 The Bott Periodicity Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

5 The Hopf Invariant One Problem 41
5.1 H-space structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2 The Hopf Invariant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.2.1 The Hopf Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.2.2 Hopf Invariant One . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Bibliography 48

Index 50



Introduction

In 1898 Adolf Hurwitz showed in [Hur98] that there are exactly four division algebras: The well-
known real numbers (R) and the complex numbers (C), and the lesser-known the quaternions (H)
and the octonions (O). Moreover, there are exactly four Hopf fibrations: S0 ,→ S1 → S1; S1 ,→ S3 →
S2; S3 ,→ S7 → S4; S7 ,→ S15 → S8.

A natural question to ask is whether this is a coincidence. To answer this question we go back in
time:

The first Hopf fibration was studied and discovered by Heinz Hopf, who published it in [Hop31] in
1931. In this article, he studied the continuous fibration S3 → S2 with fibre S1. Also, this is one
of the first examples of a non-trivial principal S1-bundle. After this discovery, Hopf continued the
search to find other similar fibrations in which the only spaces are spheres. In 1935, he published in
[Hop35] that he had also discovered three other fibrations.

The Hopf fibrations are a great discovery for the field of K-theory, which became clear in the 1960s.
Moreover, Hopf fibrations are an important subject in theoretical physics. They have applications
in, for instance, the theory of magnetic monopoles [Nak90] and quantum theory [MD01].

Several years after the discovery of Hopf, in 1955, Jean-Pierre Serre showed that there is a one-to-one
correspondence between algebraic vector bundles and finite projective modules in [Ser55]. A simi-
lar result was proven in 1962 by Richard Gordan Swan in [Swa62]. He took a more analytic approach.
In this article, Swan showed that there is an equivalence between topological vector bundles over
compact Hausdorff spaces and finite projective modules. As a result, C∗-algebras could be linked to
isomorphism classes of vector bundles.

A few years after Serre published his work, Raoul Bott discovered a certain periodicity within ho-
motopy groups. This resulted in the so-called Bott Periodicity Theorem, which was published in
[Bot59] and had a major impact on K-theory.

About 25 years after the first publication of Hopf about the first Hopf fibration, the connection be-
tween the Hopf fibrations and the division algebras was made by Bott and John Willard Milnor in
1958 in [BM58]. Bott and Milnor suspected that the morphisms Sn ,→ S2n+1 → Sn+1 are in corre-
spondence with Rn+1 for n = 0,1,3 and 7. It was proven using the Hopf invariant by John Frank
Adams, which was published in [Ada60]. A much more concise proof was given by Michael Atiyah
and Adams in 1964, which was published in [AA66]. We refer to [Ada60] for a more detailed descrip-



INTRODUCTION

tion of each mathematician that contributed to these results.

So it is not a coincidence that there are precisely four division algebras and four Hopf fibrations,
there is a one-to-one correspondence between the two:

S0 ,→S1 → S1

S1 ,→S3 → S2

S3 ,→S7 → S4

S7 ,→S15 → S8

1−1←→
R

C

H

O

In this thesis, we look closely at how the Hopf fibrations are defined. Furthermore, we will mainly
follow [Hus66] and [Sty13] to prove that for n = 0,1,2 and 4 there exists a morphism S2n−1 → Sn of
Hopf invariant ±1.

During this thesis, we will assume that all manifolds are smooth. Furthermore, we make the stand-
ing assumption that the base space of every fibre bundle is compact and Hausdorff. Notice that this
holds for Sn , our main space of interest.

This thesis is divided into five chapters. In Chapter 1, we will cover the definitions of fibre bundles
and principal G-bundles. This is followed by a description of K-theory. Here, we will treat two differ-
ent versions: Topological K-theory (Section 2.1) and K-theory on C∗-algebras (Section 2.2). Then,
we will zoom in on the Hopf fibrations in Chapter 3. We will construct the projections that corre-
spond to the different Hopf fibrations, which makes it possible to state the Bott Periodicity Theorem
in terms of this projection. To prove the Bott Periodicity Theorem, we will introduce the notion of
exact sequences and different operations on topological spaces in Chapter 4. Finally, in Chapter 5
we start a discussion about H-space structures and the Hopf invariant. This chapter concludes with
one side of the one-to-one correspondence: For n = 0,1,2 or 4 there exist a morphism S2n−1 → Sn

of Hopf invariant ±1.
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1 Fibre Bundles

In this chapter, we will follow [Hus66], [Lee13], [Lee97], [Cra15] and [Ste51] to cover the definition
of a fibre bundle, vector bundle and a principal G-bundle and some important properties of these
bundles.

For convenience, we use the notation K for the division algebras R,C and H. We will treat O sepa-
rately.

1.1 Vector Bundles

Definition 1.1.1. A continuous fibre bundle over a topological space M (the base) consists of topo-
logical spaces E (total space) and F , and a surjective continuous mapping π : E → M , such that

(i) for each p ∈ M the fibre π−1(p) =: Ep is homeomorphic to F ,

(ii) for each p ∈ M there is an open neighbourhood U of p satisfying the local triviality condition:
There is a homeomorphism φ :π−1(U )

∼−→U ×F such that the diagram

π−1(U )
φ

//

π ##

U ×F

pr1||
U

commutes1.

Example 1.1.2. [Lee13, Example 10.3][Mun14, §74] The Möbius band (Figure 1.1), is an example of
a non-trivial fibre bundle. Denote I for the interval [0,1], then the Möbius band is given by M :=
I × I / ∼, where (x, y) ∼ (x ′, y ′) iff either (x ′, y ′) = (x, y) or x + x ′ = 1 and {y, y ′} = {0,1}. Write S1 ={
e2πi x : x ∈ I

}
, and let π : M → S1 be the continuous function given by π : (x, y) 7→ e2πi x . The map π is

surjective and continuous, and forms a fibre bundle over S1 with fibre I . Namely, the fibre of a point
e2πi x ∈ S1 is given by π−1(e2πi x ) ∼= {x}× I ∼= I . Also, the local triviality condition is satisfied. Namely,
for α ∈ S1 and Uα an open neighbourhood of α we have that π−1(Uα) ∼=Uα× I . 4

1We denote pri for the projection onto the i th coordinate.



1.1. VECTOR BUNDLES CHAPTER 1. FIBRE BUNDLES

Figure 1.1: Möbius band viewed as a fibre bundle. (Adapted from reference [Mal18]).

Definition 1.1.3. A fibre bundle E
π−→ M is called a subbundle of the fibre bundle E ′ π′−→ M ′ when-

ever E is a subspace of E ′ and M is a subspace of M ′, and π=π′|E : E → M .

Definition 1.1.4. A continuous (real) k-dimensional vector bundle over a topological space M is a
fibre bundle where

(i) the fibre is a k-dimensional vector space, F =Rk

(i.e. for each p ∈ M the fibre Ep =π−1(p) is a k-dimensional vector space);

(ii) the morphism Ep
∼−→ {p}×F is a linear isomorphism.

We will also call k the rank of E
π−→ M .

Remark 1.1.5. A one-dimensional vector bundle is often called a line bundle.

Example 1.1.6. A trivial k-dimensional vector bundle is a vector bundle E
π−→ M , where the total

space is given by E = M ×Rk and π= pr1. 4
We will denote the trivial k-dimensional vector bundle over M by εk → M .

Example 1.1.7. A non-trivial example of a vector bundle is the tautological line bundle, denoted by
O(−1) in algebraic geometry, over the projective space PK. Another notation for the tautological
line bundle is given by H . TakeK=C, then we have that

O(−1)
d= {

(`, y)
∣∣l ∈PC, y ∈ `}⊂PC×C2.

The projection of the tautological line bundle is given by

πO : O(−1) →PC; πO(`, y) = `.

5
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The preimage of ` ∈PC corresponds to all the points in the line ` through the origin ofC2. We note
that the space PK is also a manifold. Hence, the local trivialisations of the tautological line bundle
can be given with respect to the atlas

{
(U1,ϕ1), (U2,ϕ2)

}
. This atlas is given by

U1 = {[1,α]|α ∈C}; ϕ1([1,α]) =α
U2 = {[α,1]|α ∈C}; ϕ2([α,1]) =α.

Then the local trivialisation φ : U1 ×C → O(−1)
∣∣
U1

is given by φ : ([1,α],c) 7→ ([1,α], (c,cα)) and

φ : U2 ×C→O(−1)
∣∣
U2

is given by φ : ([α,1],c) 7→ ([α,1], (cα,c)). 4
Definition 1.1.8. A continuous section of a vector bundleπ : E → M is a continuous function s : M →
E such that π◦ s = idM . The vector space of all continuous section of π is denoted Γ(E , M).

Definition 1.1.4 of a vector bundle is not often used to construct vector bundles. A more convenient
way to construct a vector bundle is by giving its local trivialisations. These are the homeomorphisms
φ : π−1(U ) →U ×Kn of Definition 1.1.1 where F =Kn . This construction of a vector bundle is given
in the following lemma.

Lemma 1.1.9. [Lee97, Lemma 2.2] Let π : E → M be a surjection, where M is a topological space
and E is a set, and let {Uα} be an open cover of M. Assume that for each Uα there is a bijective map
φα : π−1(Uα) →Uα×Rk such that pr1 ◦φα =π and satisfies for Uα∩Uβ 6= ; that the map

φα ◦φ−1
β : Uα∩Uβ×Rk →Uα∩Uβ×Rk

is given by φα◦φ−1
β

(p,V ) = (p,ταβ(p)V ), for a continuous map ταβ : Uα∩Uβ→GL(k,R). Then E has

a unique vector bundle structure over M, with φα the local trivialisations.

We call the mapping ταβ : Uα∩Uβ → GL(k,R), the transition function between the local trivialisa-
tionsφα andφβ. Also, the converse of Lemma 1.1.9 holds, for which we refer to [Lee13, Lemma 10.5].

Given two vector bundles one can define a so-called bundle morphism between the vector bundles
as a continuous function which respects the vector space structure on the fibres.

Definition 1.1.10. Let E1
π1−→ M1 and E2

π2−→ M2 be vector bundles. A bundle morphism is a pair
( f , f ′) : (E1,π1, M1) → (E2,π2, M2) of continuous morphisms such that the diagram

E1
f
//

π1

��

E2

π2

��

M1
f ′
// M2

commutes, and for all p ∈ M the mapπ−1
1 (p) →π−1

2

(
f ′(p)

)
is linear. We call E1

π1−→ M1 and E2
π2−→ M2

isomorphic if there exists a bundle morphism as above such that f ′ is a homeomorphism.

One can also construct new vector bundles from the pull-back, direct sum or the tensor product of
vector bundles.

6
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Definition 1.1.11. Let π : E → M a vector bundle, and f : N → M a continuous morphism. De-
fine the pull-back vector bundle as f ∗E : = {

(n,e) ∈ N ×E
∣∣ f (n) = π(e)

}
, with the projection map

π′ : f ∗E → N as the projection onto the first coordinate.

With the above definition we also obtain a morphism pr2 : f ∗E → E such that the diagram

f ∗E
pr2 //

π′

��

E

π

��

N
f

// M

commutes.

Example 1.1.12. Let π : E → M be a vector bundle and pr1 : M ×N → M be the projection on the
first coordinate. Then the pull-back vector bundle is given by

pr∗1 E = {(m,n,e) ∈ M ×N ×E : m =π(e)} ,

with the projection map π′ : pr∗1 E → M ×N , where π′(m,n,e) = (π(e),n) for all n ∈ N . 4

Definition 1.1.13. Let E
π1−→ M and F

π2−→ M be vector bundles of ranks k and l , respectively. We can
define the direct sum (also known as the Whitney sum) of the vector bundles by the projection onto
M of the total space

E ⊕F : = ⊔
p∈M

(
Ep ⊕Fp

)
.

Furthermore, we have local trivialisations
{
Uα,φα

}
and

{
Uβ,φβ

}
of E and F with the corresponding

transition functions ταiα j : Uαi ∩Uα j →GL(k,R) and τβiβ j : Uβi ∩Uβ j →GL(l ,R). Then, we define
the transition function for E ⊕F by

ταiα j ⊕τβiβ j :
(
Uαi ∩Uα j

)
∩

(
Uβi ∩Uβ j

)
−→GL(k + l ,R); x 7→

(
ταiα j (x) 0

0 τβiβ j (x)

)
.

Hence, we have that (π1 ⊕π2)−1(U ) =U ×Rk+l , where U =
(
Uαi ∩Uα j

)
∩

(
Uβi ∩Uβ j

)
.

Lemma 1.1.14. For each vector bundle P
π−→ M, where M is compact and Hausdorff, there exists a

vector bundle Q
π−→ M such that P ⊕Q is trivial.

Proof. We will only give a sketch of the proof following [Hat17, Prop. 1.4];
For each m ∈ M there is an open neighbourhood Um such that the π|Um : P |Um −→Um is trivial. We
use Urysohn’s lemma ([Mun14, Thm. 33.1])to construct a map ϕm : M → [0,1], where for x ∈ M\Um

we have that ϕm(x) = 0. The set
{
ϕ−1

m ((0,1])
}

m∈M is an open cover of M . The base M is compact,
hence there exist a finite subcover of M ,

{
ϕ−1

i ((0,1])
}

i
with corresponding open neighbourhoods Ui .

Define the map

gi : P →Rn ; gi (x) =
{
ϕi (π(x))(pri hi (x)), for x ∈π−1(Ui )
0 for x ∉π−1(Ui ),

7
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for hi the local trivialisation π−1(Ui ) ∼=Ui ×Rn and pri the projection of Ui ×Rn to Rn . Now gi is
a linear injection on each fibre. Also, note that because M is compact Hausdorff, we have that M
is normal [Mun14, Thm. 32.3]. Therefore, we have that supp(ϕi ) ⊂Ui . This makes gi a continuous
morphism on P .

One can construct the following map

f : P → M ×Rn ; f (x) = (π(x), g (x)).

Now P is isomorphic to a subbundle of M×Rn . Using [Hat17, Prop. 1.3] one finds a complementary
subbundle P such that P ⊕P is the trivial bundle.

Definition 1.1.15. In the same setting as in the definition of the direct sum we define the tensor

product of two (real) vector bundles, E
π1−→ M and F

π2−→ M as the projection onto M of the total
space

E ⊗F := ⊔
p∈M

(
Ep ⊗Fp

)
.

Then the transition function for E ⊗F are given by the pointwise tensor product of vector spaces.

ταiα j ⊗τβiβ j :
(
Uαi ∩Uα j

)
∩

(
Uβi ∩Uβ j

)
→GL(k · l ,R); x 7→ ταiα j ⊗τβiβ j (x, x),

which equips E ⊗F with a vector bundle structure. Then the local trivialisations are given by (π1 ⊗
π2)−1(U ) ∼=U ×Rkl , where U =

(
Uαi ∩Uα j

)
∩

(
Uβi ∩Uβ j

)
.

1.2 Principal Bundles

Definition 1.2.1. A principal G-bundle over M consists of a topological space P and a topological
group G with a right action of G on P and a surjective map π : P → M which is G-invariant (i.e. we
have that πP (pg ) = πP (p) for all p ∈ P and g ∈ G) and satisfies the local triviality condition: There
is a homeomorphism φ : π−1(U )

∼−→U ×G which is G-invariant, where the action of G on U ×G is
given by (u, a)g = (u, ag ).

We often write G ,→ P
π−→ M for a principal G-bundle.

Before we can state what it means for two principal bundles to be isomorphic, we need the definition
of G-equivariance:

Definition 1.2.2. Let X and Y be sets on which a right group action of a group G is defined. A
function f : X → Y is called equivariant if f (xg ) = f (x) · g for all x ∈ X and g ∈G .

Definition 1.2.3. Let P1
π1−→ M and P2

π2−→ M be principal G-bundles over the same base. An iso-
morphism of principal G-bundles is a homeomorphism F : P1 → P2 such that π2 ◦F = π1 and F is
G-equivariant.

To a principal G-bundle we can associate a vector bundle over the same base space. For this we
need a so-called representation:

8
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Definition 1.2.4. A vector space V is called a representation space of G if there exist a representation
A : G → GL(V ), which is a morphism of topological groups.

Then for each g ∈ G we have a linear invertible morphism Ag := A(g ) : V → V , with property that
Ag◦h = Ag ◦ Ah .

With the representation space of Definition 1.2.4 one can construct a vector bundle associated to a
principal G-bundle.

For a principal G-bundle π : P → M with a representation A : G → GL(V ) where A(g ) = g · (_), we
denote the total space for the associated vector bundle by E(P,V ) = (P ×V )/G . The representation
A defines a linear action of G onto V , which in combination of the action of G on P gives that G can
act on the product P ×V by (p, v) · g = (pg , Ag v). Hence the equivalence classes are determined by
the representation A. This yields equivalences classes, which for each g ∈G are given by[

pg , v
]= [

p, Ag (v)
]

.

Definition 1.2.5. The associated vector bundle for the principal G-bundle P → M is given by

πas : E(P,V ) → M ; πas (p, v) =π(p).

The fibres E(P,V )p , of the associated vector bundle, are given by the set of equivalence classes{
[x, v] : x ∈ Pp , v ∈V

}
. Denote π(p) = x. Then the morphism E(P,V )x → V with [p, v] 7→ v forms

an isomorphism of vector spaces. Moreover, the local trivialisations for the principal G-bundle:
ϕ :π−1(U )

∼−→U ×G , induce the local trivialisations

φ :π−1
as (U )

∼→U ×V ; p 7→ (
π(p), (pr2 ◦ϕ)(p)v

)
for the associated vector bundle. Consequently, we find that the associated vector bundle is a vector
bundle of rank dimV over M [Cra15, §2.2].

9



2 K-theory

There are various equivalent ways of defining K-theory, in this section we look at two of those def-
initions. In both of these settings, we will restrict the discussion to complex K-theory on finite-
dimensional (complex) vector bundles. Furthermore, we will assume that the base space is a com-
pact Hausdorff space because this holds for Sn , our main space of interest.

2.1 Topological K-theory

In this section we will follow [Hat17] and [Hus66] for the description of K (M) (called the K-ring) and
K̃ (M) (called the reduced K-ring).

2.1.1 Construction of K (M)

Before we can define the K-ring over a topological space M , we need some definitions.

Definition 2.1.1. The set of isomorphism classes vector bundles over the same base M , which is
compact and Hausdorff, is given by Vect(M).

The set Vect(M) with ⊕ has a semigroup structure, i.e. it has no additive inverses. In order to give
Vect(M) a group structure we use the construction of the Grothendieck group.

Definition 2.1.2. Let (S,+) be an abelian semigroup. Then, the Grothendieck group is defined as
Gr (S) = (S ×S)/ ∼, where (x, y) ∼ (x ′, y ′) if and only if there is c ∈ S such that x + y ′+ c = x ′+ y + c.
The addition given by

Gr (S)×Gr (S) →Gr (S) where ([x, x ′], [y, y ′]) 7→ [x + y, x ′+ y ′],

is well-defined and makes (Gr (S),+) into an abelian group. Here we have that [x, x] = 0 and −[x, y] =
[y, x] for all x, y ∈ K (X ).

The semigroup (S,+) and Gr (S) are linked via the corresponding Grothendieck map γS : S → Gr (S)
given by x 7→ [x + y, y] for all y ∈ S.

The Grothendieck construction has the following universal property:
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Proposition 2.1.3. Let A be an abelian group, and suppose f : S → A is an additive map, then there
is a unique group homomorphism g : Gr (S) → A such that the diagram

S
f

//

γS

��

A

Gr (S)

∃!g

==

commutes.

Proof. [RLL00, 3.1.1(i)] Define g by g (x, y) = f (x)− f (y). Then (g ◦γS )(x) = g ((x+y, y)) = f (x)+ f (y)−
f (y) = f (x). Hence, g makes the diagram commute and because g (x, y)+ g (x ′, y ′) = f (x)− f (y)+
f (x ′)− f (y ′) = f (x+x ′)− f (y+y ′) = g (x+x ′, y+y ′), g is also additive. For x, x ′, y, y ′ ∈ S, and suppose
that (x, y) ∼ (x ′, y ′). Then there is a c ∈ S such that x + y ′+ c = x ′+ y + c. Then because f is additive
we have that f (x)+ f (y ′)+ f (c) = f (x ′)+ f (y)+ f (c) and thus that f (x)− f (y) = f (x ′)− f (y ′). Hence,
g is well-defined. Left to show is the uniqueness of g . First note that each element in (x, y) ∈Gr (S)
can be written as γS (x)−γS (y). This means that g (γS (x)−γS (y)) = f (x)− f (y), which shows that g
is unique.

Example 2.1.4. We construct the Grothendieck group of the natural numbers. Using this construc-
tion we add additive inverse of all non-zero elements. The equivalence relation becomes (n,m) ∼
(ñ,m̃) if and only if n+m̃+c = m+ñ+c, where (n,m)=̂n−m. Now, defining n = (n,0) and −n = (0,n)
gives the integers. Hence, we have that Gr (N) =Z. 4
Now, we have all the tools to construct the K-group of M ;

Definition 2.1.5. The K-ring of M , K (M) is defined as the Grothendieck group of Vect(M).

Remark 2.1.6. In order to make K (M) an abelian group, the topological space M needs to be a
compact space.

The tensor product defined on Vect(M) gives K (M) a ring structure. Taking the tensor product
through the Grothendieck group yields the multiplication given by

(E1 −E ′
1)(E2 −E ′

2) = E1 ⊗E2 −E1 ⊗E ′
2 −E ′

1 ⊗E2 +E ′
1 ⊗E ′

2. (2.1)

Lemma 2.1.7. Let Ei ,E ′
i be vector bundles over M, for n = 1,2. Then the multiplication of (2.1) and

the addition given by
(E1 −E ′

1)+ (E2 −E ′
2) = (E1 ⊕E2)− (E ′

1 ⊕E ′
2)

give K (M) a commutative ring structure.

Proof. From the Grothendieck construction it follows that (K (M),+,ε0) has a group structure, where
the inverse of (E −E ′) is (E ′−E). The associativity of the product is obtained due to the associativity
of the tensor product. We note that the multiplication is commutative and distributive, due to the
fact that there is an isomorphism of vector bundles: E1 ⊗E2

∼= E2 ⊗E1. For the identity element
take I = (ε1 − ε0) then I(E1 −E ′

1) = (E1 −E ′
1) = (E1 −E ′

1)I. Therefore K (M) has the structure of a
commutative ring.

11
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Example 2.1.8. Take M = {∗}, a point. Then the only vector bundles over {∗} are the trivial vector

bundles, i.e. {∗}×Cn πn−→ {∗} for n ∈N. Now, we can make an isomorphism p : Vect({∗}) →N where
{∗}×Cn 7→ n. Then, by Example 2.1.4 we find that K ({∗}) =Z. 4
Let M , N and P be topological spaces. From the definition of the pull-back (Definition 1.1.11) one
can construct a morphism between K (M) and K (N ). Let f : N → M be a continuous morphism.
Then the morphism K ( f ) : K (M) → K (N ) is given by making the diagram

Vect(M)
γM

//

f ∗

��

K (M)

K ( f )

��

Vect(N )
γN

// K (N )

commute. Suppose we have another morphism g : P → M , then the composition of f ◦ g yields the
composition K ( f ◦ g ) = K (g )◦K ( f ). Moreover we have that K (idM ) = idK (M) and for the difference
E1 −E2 ∈ K (M) we have that K ( f )(E1 −E2) = f ∗(E1)− f ∗(E2).

2.1.2 Construction of K̃ (M)

The construction of K̃ (M) is based on the map rank: Vect(M) →Z, which sends a vector bundle to
the dimension of its fibre.

Using the universal property of the Grothendieck construction of Proposition 2.1.3, with the abelian
groupZ, one finds the following commutative diagram

Vect(M)
rank //

��

Z

K (M)

rk

<< . (2.2)

Definition 2.1.9. The reduced K-ring is the kernel of the map induced by the inclusion ι : {∗} ,→ M ;

K̃ (M) := ker
(

rk : K (M) → K ({∗})
)
,

where the kernel is taken with respect to 1, i.e. the ring structure.

In order to see how this definition is related to the map rank : Vect(M) →Zwe consider the following
diagram

Vect(M)
γM

//

ι∗

��

K (M)

rk

��

Vect({∗})
γ{∗}

// K ({∗}).

The pull-back morphism ι∗ sends vector bundles of rank k over M to the trivial vector bundle of rank
k. In Example 2.1.8, we showed that Vect({∗}) ∼=N. Hence, the map rank is induced by the inclusion

12
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ι, where each vector bundle is mapped to its rank. Furthermore, the map rk is the morphism K (ι)
which is given by making the diagram commute.

Note that in Example 2.1.8, we found that K ({∗}) =Z. Hence, we can also write

K̃ (M) = ker(rk : K (M) →Z).

Example 2.1.10. Using Example 2.1.8, we find that K̃ ({∗}) = ker(rk: K ({∗}) → K ({∗})) = 0. 4
Another, more direct way of looking at K̃ (M), is to see K̃ (M) as the set of s-equivalence classes, w.r.t.
⊕.

Definition 2.1.11. Let E1
π1−→ M and E2

π2−→ M be vector bundles over the same base M . Then we
call E1 and E2 over M stably isomorphic or s-isomorphic, denoted E1 ≈s E2, if E1 ⊕εn ∼= E2 ⊕εm for
some m,n ∈N (note that ∼= is the isomorphism of vector bundles).

Lemma 2.1.12. Stable equivalence or s-equivalence of vector bundles defines an equivalence relation
on the set of vector bundles over M.

Proof. Let E1
π1−→ M ,E2

π2−→ M and E3
π3−→ M be vector bundles over the base M . Then we have

that E1 ⊕ εk = E1 ⊕ εk for all k, hence E1 ≈s E1. Furthermore, for E1 ≈s E2 we have that there are
n,m ∈N such that E1 ⊕εn ∼= E2 ⊕εm . This property is symmetric. So we have that E2 ⊕εm ∼= E1 ⊕εn

and thus that E2 ≈s E1. Finally, we need to show that this relation is transitive. Suppose E1 ≈s E2

and E2 ≈s E3. Then there are n,m,o, p ∈N such that E1 ⊕εn ∼= E2 ⊕εm and E2 ⊕εo ∼= E3 ⊕εp . Then
we have that E1 ⊕εn ⊕εo ∼= E2 ⊕εm ⊕εo and E2 ⊕εo ⊕εm ∼= E3 ⊕εp ⊕εm . This can be rewritten to
E1 ⊕εn+o ∼= E2 ⊕εm+o = E2 ⊕εm+o ∼= E3 ⊕εm+p yielding the s-equivalence: E1 ≈s E3. Therefore the
s-isomorphism of vector bundles defines an equivalence relation.

The set of s-isomophism classes of vector bundles over M together with the direct sum forms an
abelian group with zero element ε0. Let E be a vector bundle over M . Due to Lemma 1.1.14, there
exists a vector bundle such that E ⊕E ′ ∼= ε0. Hence, the inverse of E is given by E ′.

Lemma 2.1.13. The reduced K-ring of M defined in Definition 2.1.9 is equivalent to the set of s-
equivalence classes of vector bundles over M.

Proof. We sketch the proof of [Hus66, Thm. 8.3.8]: Define the function α : Vect(X ) → K̃ (X ), where
α(x) = x −rk(x). For x − y ∈ K̃ (X ), with rk(x) = rk(y). Then, from the additive structure of the map rk
of (2.2) it follows that the map α is surjective. Subsequently, one finds that α(x) =α(y) if and only if
the vector bundle x and y are s-equivalent.

With the alternative definition of K̃ (M) as the set of s-equivalence classes one can write K (M) as
the direct sum of K̃ (M) and Z. For this, we note that every element in K (M) can be written as the
formal difference of over vector bundles, E −E ′, over base M , with an equivalence relation given by
E −E ′ = F −F ′ if and only if E ⊕F ′ ≈s F ⊕E ′. Which also means that we can write every element of
K (M) as the difference E −εn for suitable n.

Lemma 2.1.14. The reduced K-ring is given by K (M) = K̃ (M)⊕Z.

13
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Proof. We follow the proof of [Hat17, p. 40].
We have constructed K̃ (M) as the kernel of the map rk, hence we have that there is a inclusion
K (M) ,→ K̃ (M), where E −εn maps to the equivalence class of E in K̃ (M). Then for E −εn = E ′−εm

in K (M), we have that E ⊕ εn ≈s E ′ ⊕ εm . Therefore we also have that E ∼= E ′. Hence, the map is
well-defined. The kernel of the inclusion are all the elements in K (M) that are mapped to ε0. Hence,
all elements in ker

(
K (M) ,→ K̃ (M)

)
are of the form E −εn with E ∼= ε0. Moreover, we also have that

E ≈s ε
m for a suited m ∈ N≥0. Thus we have that ker

(
K (M) ,→ K̃ (M)

) = {
εm −εn |m,n ∈N≥0

} ∼=
Z. Furthermore, we note that for the morphism K (M) → K ({∗}) ∼= Z all elements are mapped to
elements of the form εm −εn . This gives rise to the splitting K̃ (M) = K (M)⊕Z.

2.2 K-theory on C∗-algebras

In this section we will follow [RLL00] and [Bla98] for the description of K (M) and K̃ (M).

At first sight, it might not be evident why one would include C∗-algebras in a discussion about vec-
tor bundles. Hence, the first part of the section is spent on the relation between the two. This will
be followed by the construction of the K-ring and the reduced K-ring.

Denote X for the base space, and denote C (X ) = {
f : X →C

∣∣ f is continuous
}

for the vector space
of continuous functions on X .

Lemma 2.2.1. Let X be a compact Hausdorff space. Then the vector space C (X ), with the supremum
norm, pointwise multiplication and addition and scalar multiplication forms a unital C∗-algebra.

Proof. It is clear that C (X ) is a normed linear space. First we show that C (X ) is complete with re-
spect to the supremum norm, then we will show that it is a C∗-algebra.
Let fn be a Cauchy sequence in C (X ). For a fixed x ∈ X we have that fn(x) is a Cauchy sequence inC.
BecauseC is complete, we have that lim

n→∞ fn(x) ∈C exists. Define f (x) := lim
n→∞ fn(x) as the pointwise

limit. Then there exists M > 0 such that || fn ||∞ < M , and therefore | f (x)| = lim
n→∞ | fn(x)| ≤ M for all

x ∈ X . Hence, for all x ∈ X and n > N we have that | fn(x)− f (x)| = lim
m→∞ | fn(x)− fm(x)| < ε. Thus, for

n > N we have that || fn − f ||∞ < ε, making C (X ) into a Banach space.

The multiplication is given by ( f ·g )(x) = f (x)g (x) for all f , g ∈C (X ). Taking the supremum norm of
f · g , yields

|| f · g ||∞ = sup{| f (x)g (x)| : for x ∈ X }

≤ sup
{| f (x)| · |g (x)| : for x ∈ X

}
= || f ||∞ · ||g ||∞.

Thus, C (X ) is a Banach algebra. In order to show that C (X ) is a C∗-algebra, define the involution
mapping as the complex conjugate. Then,

|| f f ∗||∞ = sup
x∈X

{| f (x) f (x)|} = sup
x∈X

{| f (x)|2} = sup
x∈X

{| f (x)|}2 = || f ||2∞.

As a result we find that C (X ) is a C∗-algebra, because the C∗-identity is satisfied. Finally, the map
1: x 7→ 1 ∈ C is a continuous map. Thus the space of continuous functions C (X ) is a unital C∗-
algebra.

14
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Recall that an element p in a C∗-algebra is called a projection whenever p = p2 = p∗. We denote the
set of all projection of the C∗-algebra A as P(A).

Definition 2.2.2. Let A be a C∗-algebra. We define the semigroup of projections by

P∞(A) =
∞⋃

n=1
P(Mn(A)),

where Mn(A) is the set of n ×n matrices over A. The semigroup operation on P∞(A) is given by
p ⊕q = diag(p, q). Then we have that p ⊕q ∈P(Mn+m(A)) for p ∈P(Mn(A)) and q ∈P(Mm(A)).

We can also define a equivalence relation on P∞(A), denoted by ∼, analogous to the so-called
Murray-von Neumann equivalence (see [RLL00, Def. 2.2.1]). Two projections p ∈ P(Mn(A)) and
q ∈P(Mm(A)) are called equivalent, denoted p ∼ q , whenever there is an element v ∈ Mn,m(A) with
p = v∗v and q = v v∗.

Remark 2.2.3. For each C∗-algebra, we have that Mn(A) is a C∗-algebra with a given norm (for more
details on this norm we refer to [RLL00, §1.3]). ThenP(Mn(A)) forms a closed subspace with respect
to this norm by the induced topology.

An important notion, which we will employ later on in this thesis, is that we can relate the equiva-
lence relation of Definition 2.2.2 to homotopy equivalence in P(Mn(A)).

Recall from general topology, that for a topological space X two elements x, y ∈ X are called homo-
topic, i.e. x ∼h y , whenever there exists a continuous function f : [0,1] → X such that f (0) = x and
f (1) = y .

To show a relation between homotopy equivalence and the equivalence relation of Definition 2.2.2
we need the notion of polar decomposition:

Definition 2.2.4. For each invertible element x in a unital C∗-algebra A we can write the polar
decomposition x = u|x| for a unique u ∈ A where |x| is positive definite.

Proposition 2.2.5. For projections p, q ∈P(Mn(A)), if p ∼h q then p ∼ q.

Proof. We follow the proof of [RLL00, Prop. 2.2.7, Prop 2.2.6].
Assume that A is a unital C∗-algebra and suppose there are projections p, q ∈ P(Mn(A)) such that
p ∼h q . Let pt : [0,1] → P(Mn(A)) be the homotopy for t ∈ [0,1] such that pt=0 = p and pt=1 = q .
Subsequently, we can find p0, p1, ..., pn where pt=0 = p0 = p and pn = pt=1 = q such that ||pi −p j || <
1
2 (using that [0,1] is compact). Hence, it is enough to show for p0 = p and p1 = q with ||p −q || < 1

2
that p ∼ q . Let

z = pq + (1−p)(1−q).

Because p and q are projections we have that

pz = p2q + (p −p2)(1−q) = pq = pq2 + (1−p)(q −q2) = zq. (2.3)

Furthermore, we have that

||z −1|| = ||pq + (1−p)(1−q)−1|| = ||p(q −p)+ (1−p)((1−q)− (1−p))|| ≤ 2||q −p|| < 1.

15
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Hence, we know from functional analysis (see for instance [Mac09, Lemma 5.8.]) that z is invertible
in P(Mn(A)). Define

ct = (1− t )z +1t

then ||1− z−1ct || = ||z−1(z − ct )|| = ||z−1|| · ||z − ct || < 1 (because we have that ||z − ct || = t ||z −1|| <
||z−1||−1). So, z−1ct is also invertible. Consequently, ct is invertible. Hence ct gives a homotopy be-
tween z and 1.

Because z is invertible, it has a polar decomposition, which we will denote by z = u|z| for some
unitary u. From equation (2.3) it follows that pz = zq , and because p and q are projections we have
that z∗p = qz∗. Combining these results gives that

|z|2q = (z∗z)q = z∗pz = q(z∗z) = q |z|2.

Hence, q commutes with all elements of the form |z|2. Therefore, q also commutes with |z|−1. Thus
we have that uqu∗ = z|z|−1qu∗ = zq|z|−1u∗ = pz|z|−1u∗ = puu∗ = p. Let v = uq , then v v∗ = p and
v∗v = q . As a result we find that p ∼ q .

With this in mind, we go back by using the equivalence relation of Definition 2.2.2 to construct an
abelian group of projections.

Definition 2.2.6. Let A be a unital C∗-algebra. The abelian semigroup (D(A),+) is given by

D(A) :=P∞(A)/∼

where the addition is given by [p]+ [q] = [p ⊕q].

Using the Grothendieck construction of Definition 2.1.2, one can make (D(A),+) into a abelian
group.

Definition 2.2.7. Let A be a unital C∗-algebra. Define the K-group by the Grothendieck group of
(D(A),+), i.e.

K (A) :=Gr (D(A)).

We can relate P∞(A) with K (A), with the help of the Grothendieck map γ, by the morphism

[−] :P∞(A) → K (A) where p 7→ γ
(
[p]D

)
.

A similar definition of stable equivalence of vector bundles, Definition 2.1.11, can be given on the
semigroup of projections.

Definition 2.2.8. Let p, q ∈ P∞(A) then we call p and q stable equivalent, p ∼s q if and only if
p ⊕ r ∼s q ⊕ r for some r ∈P∞(A).

The above definition suggests that there might be some relation between P∞(X ) and Vect(X ). In
fact we have that K (C (X )) and the topological K (X ) are isomorphic as abelian groups. But there is
an even stronger relation. This relation is known as the Serre-Swan Theorem, which gives an im-
portant correspondence between geometry and algebra. The first proof was given by Serre in 1955,
which was published in [Ser55]. Serre showed that there is a one-to-one correspondence between
algebraic vector bundles and finite projective modules. Several years later, in 1962, Swan proved
a similar statement, which states that there is an equivalence between topological vector bundles

16
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over compact Hausdorff spaces and finite projective modules [Swa62].

The Serre-Swan Theorem states a relation with finite projective modules, hence the following defi-
nition:

Definition 2.2.9. A (right) A-module E is called finite projective (i.e. finitely generated projective) if
there exists a finitely generated free module2 F and a module E ′ such that F = E ⊕E ′.

Lemma 2.2.10. Let E be a (right) A-module then E is finite projective if and only if

(i) There is a surjective homomorphism ρ : AN → E and a lift λ : E →AN such that ρ ◦λ= idE , for
a suited N ∈N>0.

(ii) There exists a projection p =λ◦ρ such that E ∼= pAN .

For the proof of Lemma 2.2.10 we refer to [Lan02, §4.2].

Theorem 2.2.11 (Serre-Swan). Let X be a compact finite-dimensional Hausdorff space. A C (X )-
module E is isomorphic to a module Γ(E , X ) of continuous sections of a bundle E → X if and only
if it is finite projective.

Proof. We first prove that if a C (X )-module E is isomorphic to a module Γ(E , X ) of continuous sec-
tions of a vector bundle E → X then it is finite projective.

Define A :=C (X ). We note that for the trivial bundle εN → X , the set of sections is given by

Γ(CN , X ) = {s : X →CN |s is a continuous} ∼= {(s1, ..., sN )| si : X →C is continuous} ∼=AN ,

which is an A-module. Hence we have that Γ(εN , X ) is finite projective. Denote {ei }i=1,···N for
the standard basis of CN , and φ for the homeomorphism εN ∼= X ×CN . Subsequently, we define
σi (x) := φ−1(x,ei ) ∈ εN

x . The vectors σi (x) form a basis for Γ(εN , X ), because φ is a linear isomor-
phism on the fibres. Consequently we find that Γ(εN , X ) is a finite projective free module.

For the vector bundle E → X , we know by Lemma 1.1.14, that there exists a vector bundle, Q → X ,
such that E⊕Q ∼= εn for a suitable n. Moreover, we have thatΓ(εn , X ) = Γ(E⊕Q, X ) = Γ(E , X )⊕Γ(Q, X ).
Then by Definition 2.2.9 it follows that Γ(E , X ) is a finite projective module.

For the other direction, we follow the proof of [Lan02, Prop. 21].
Assume that E is a finite projective A-module. Then we can find morphisms ρ and λwith a suitable
N , such that ρ ◦λ= idE . Define p =λ◦ρ ∈ MN (A). Note that p2 = ρ ◦λ◦ρ ◦λ= ρ ◦λ= p. Hence, p is
an idempotent. This allows to write An in terms of p: AN = pAn ⊕ (1−p)AN . Consequently, ρ and
λ are isomorphisms between E and pAN .

For f ∈A and s ∈AN one has that p(s f ) = p(s) f , since p is a module homomorphism which is A-
linear. For x ∈ X we define the ideal Ix = {

f ∈A| f (x) = 0
}
. Notice that pANIx =ANIx . Therefore,

one finds that p(s)(x) ∈ (X ×CN )x for all s ∈AN . We define the bundle morphism π such that the

2Recall that a free module is module with a basis [Haz89, p. 110].
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diagram

X ×CN π //

##

X ×CN

{{
Xs

TT

p(s)

JJ

commutes, i.e. we have that s(x) = p(s)(x). The defined map satisfies π◦ s = p(s). Furthermore, we
have that p2 = p and thus we have that π2 = π. Let dimπ

(
(X ×CN )x

) = k, then there are k linearly
independent continuous local sections si ∈AN such that (π◦si )(x) = si (x) in a small neighbourhood
of x ∈ X . Consequently, π◦si are k linearly independent morphisms in a neighbourhood U of x ∈ X .
Thus for each y ∈ U we have that dimπ

(
(X ×CN )y

) ≥ k. Analogously, for the bundle morphism
(1−π) we have for any y ∈ X that (1−π)

(
(X ×CN )y

) ≥ N −k. Because, X ×CN ∼= π
(
X ×CN

)⊕ (1−
π)

(
X ×CN

)
, we have that

dim
(
X ×CN )= dimπ

(
X ×CN )+dim(1−π)

(
X ×CN )

,

and thus dimπ
(
(X ×CN )y

)
is locally constant. Consequently, there is a subvector bundle E → X

such that π(X ×CN ) = E . Furthermore, we have that X ×CN = E ⊕kerπ. Finally, we note that

Γ(E , X ) = {
π◦ s|s ∈ Γ(X ×CN , X )

}= {
p(s)|s ∈AN }= pAN = E ,

which concludes the proof.

For a vector bundle E → X we now have that Γ(E , X ) ⊂D(C (X )). Furthermore, for p ∈D(C (X )) we
have that p is a C (X )-module and therefore is isomorphic to a module of continuous sections of a
bundle E → X .

Corollary 2.2.12. The semigroupD(C (X )) is isomorphic to Vect(X ), for X a compact Hausdorff space.

With this notion, one can relate the isomorphism classes of complex vector bundles over X , to pro-
jections in Mn(C (X )). Consequently, we find that:

Corollary 2.2.13. For X a compact Hausdorff space we have that K (C (X )) ∼= K (X ).

2.2.1 Realisation of Projections

For a principal G-bundle P
π−→ M , one can construct such a projection by the using a finite-dimensional

representation space (see Definition 1.2.4). Let π̃ : E(P,V ) → M be the associated vector bundle over
M where π̃

(
[p, v]

)=π(p). Take N continuous vector valued functions vi : P →V such that the equiv-
ariance condition vi (pg−1) = Ag vi (p) holds.

We note that the representation space is a vector space. Therefore, we can introduce the notion of
an inner product on the representation space V . Let 〈v, w〉 be the inner product which is linear in
the second component. Furthermore, denote |v1〉〈v2| for the linear operator given by |v1〉〈v2|(w) =
v1〈v2, w〉 on which G may act unitary.

Lemma 2.2.14. If
∑N

i=1 |vi 〉〈vi | = idE(P,V ), then p = (pi j ) = 〈vi , v j 〉 is a projection in Mn(C (M)).

18
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Proof. Take p = (
pi j

)= 〈vi , v j 〉 ∈ MN (C (P )). Then we have the following properties:∑
j
〈vi , v j 〉〈v j , vk〉 =

∑
j
〈vi , v j 〈v j , vk〉〉 =

∑
j
〈vi , (|v j 〉〈v j |(vk ))〉 = 〈vi , vk〉 = pi k

(pi j )∗ = p∗
j i = 〈v j , vi 〉∗ = 〈vi , v j 〉 = pi j .

Hence, we find that p = p2 = p∗. Thus p is a projection.
Define ϕ : C (M) → C (P ) by ϕ( f ) = f ◦π. Note that ϕ is an injective map. Hence, we have that
C (M) ⊂ C (P ). The space of G-invariant elements (by definition of the principal G-bundle) of the
group action αg : C (P ) →C (P ), αg ( f )(p) = f (pg−1) is given by C (M). Consequently, we find that

αg (pi j ) =αg (〈vi , v j 〉
= 〈Ag−1 vi , Ag−1 v j 〉
= Ag−1 Ag−1〈vi , v j 〉
= 〈vi , v j 〉 = pi j .

Hence, pi j ∈C (M).

The projection obtained by applying Lemma 2.2.14 corresponds to the associated vector bundle of
the given principal bundle:

Proposition 2.2.15. For a principal G-bundle P
π−→ M there is an isomorphism E(P,V ) ∼= pC (X )N ,

where N equals the number of continuous vector valued functions.
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3 The Hopf Fibrations

In this chapter we follow [Jac85] and [Lee13] for the description of division algebras and the stereo-
graphic projection. We show that the spheres S1,S2,S4 and S8 are diffeomorphic (and thus home-
omorphic) to projective lines. These diffeomorphism we will use to construction of the Hopf fi-
brations. Subsequently, we will prove that the Hopf fibration are principal G-bundles. Finally, we
follow [Lan00] in order to realise the corresponding matrix-valued projections describing an associ-
ated vector bundle.

3.1 Division Algebras

Definition 3.1.1. A division algebra A overR is an algebra overR, which is also a division ring. i.e.
for all x, y, z ∈ A and a,b ∈R holds that (x + y)z = xz + y z; z(x + y) = xz + y z; (ax)(by) = (ab)(x y);
x y = 0 ⇒ x = 0 or y = 0.

There are four classical examples ofR-division algebras;

1. Real numbers: R, with the standard addition and multiplication.

2. Complex numbers: C∼=R2, with the standard multiplication of the complex numbers.

3. Quaternions: H∼=R4 = {
a+bi +c j +dk : a,b,c,d ∈R}

where i 2 = j 2 = k2 = i j k =−1 and and
k = i j =− j i , j = ki =−i k, i = j k =−k j

4. Octonions3: O ∼= R8 = {
a + bi + c j +dk + el + f m + g n +ho : a,b,c,d ,e, f , g ,h ∈ R}

, where
i 2 = j 2 = k2 = l 2 = m2 = n2 = o2 =−1 and the multiplication is given by Figure 3.1.

3.2 Projective Spaces and Spheres

In this section, we define the projective space over different division algebras, and discover the re-
lation between projective lines and spheres.

3This is also known as the Cayley-Graves algebra.
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Figure 3.1: The multiplication rules for the quaternions and octonions. For example multiplication
with the arrow direction: m ·k = n, and with the anti-arrow direction: i ·n =−o.

Definition 3.2.1. The n-dimensional projective space,PnK, is given by the quotient space(
Kn+1 − {0}

)
/∼,

where two nonzero vectors x and y are called equivalent if and only if x =λy for λ ∈K 6=0.

For now, we restrict the discussion the the one-dimensional projective spaces (projective lines), de-
noted by PK. Such a projective line, can also be seen as the collection of one dimensional lines
through the origin ofK, i.e. we see the projective line as the set of ratios

PK=
{[

x1, x2
]∣∣∣∣xi ∈K and (x1, x2) 6= 0

}
,

where = [x1, x2] = [λx1,λx2] for all λ 6= 0.

Definition 3.2.2. The n-dimensional sphere is defined as

Sn : =
{

(x1, ..., xn+1) ∈Rn+1
∣∣∣∣n+1∑

i=1
(xi )2 = 1

}
.

Definition 3.2.3. Let N denote the north pole, i.e. (0, · · · ,0,1) ∈ Sn . Then, the stereographic projec-
tion σ : Sn\N →Rn is a bijective morphism given by

σ(x1, ..., xn+1) = (x1, ..., xn)

1−xn+1 ;

σ−1(u1, ...,un) = (2u1, ...,2un , |u|2 −1)

|u|2 +1
,

for (x1, ..., xn+1) ∈ Sn and (u1, ...,un) ∈Rn . For Sn\S the stereographic projection is given by σ̃(x) =
−σ(−x).

From the definitions 3.2.1,3.2.2 and 3.2.3, we can find a relation between spheres and projective
lines.

Proposition 3.2.4. The projective lines are diffeomorphic to spheres,
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S1 ∼=PR(i) S2 ∼=PC(ii) S4 ∼=PH(iii) S8 ∼=PO.(iv)

Proof. We first proof (iii): Denote N := (0,0,0,0,1) for the north pole and S := (0,0,0,0,−1) for the
south pole. Take the atlas

{
(U1,ϕ1), (U2,ϕ2)

}
on S4, where

U1 = S4\N ; with ϕ1 : (x1, x2, x3, x4, x5) 7→ (x1, x2, x3, x4)

1−x5 ,

U2 = S4\S; with ϕ2 : (x1, x2, x3, x4, x5) 7→ (x1, x2, x3, x4)

1+x5 .

Define the atlas onPH as:
{
(V1,φ1), (V2,φ2)

}
, where

V1 =
{
[q1, q2] ∈PH : q2 6= 0

}
; with φ1 : [q1, q2] 7→ q1

q2

V2 =
{
[q1, q2] ∈PH : q1 6= 0

}
; with φ2 : [q1, q2] 7→ q2

q1 .

We will construct a morphism between S4 and PH. For (x1, x2, x3, x4, x5) ∈ S4\N and for
(x1, x2, x3, x4, x5) ∈ S4\S, we define the morphisms

F : S4\N →PH; F (x1, x2, x3, x4, x5) = [σ(x1, x2, x3, x4, x5),1]

= [x1 + i x2 + j x3 +kx4,1−x5];

F : S4\S →PH; F (x1, x2, x3, x4, x5) = [1, (σ̃(x1, x2, x3, x4, x5))]

= [1+x5, x1 − i x2 − j x3 −kx4].

(3.1)

Note that on the intersection U1∩U2, the image of F yields the same line inPH for both morphisms
F . The inverse of the map F can be constructed using the inverse of the stereographic projection.
For [q,1] ∈V1 define

F−1([q,1]) =σ−1(q) = (|2q |, |q |2 −1)

|q |2 +1
,

and for [1, q] ∈V2 define the inverse by

F−1([1, q]) =σ−1(q) = (|2q |,1−|q |2)

|q |2 +1
,

where |q | =
p

a2 +b2 + c2 + c2 for q = a +bi + j c +kd ∈H. From Definition 3.2.3 it follows that F−1

is the inverse of F .

Left to show is that the morphisms F and F−1 are smooth. We write F and in local coordinates, i.e.
we look at F̂ .

S4 F //

ϕ1,ϕ2

��

PH

φ1,φ1

��

R4 F̂ // R4

Because, we are working over two charts on each space we have four possible combinations of
charts. For convenience we denote (x1, x2, x3, x4) = x and x5 = y , hence (x1, x2, x3, x4, x5) ∈ S4 be-
comes (x, y).
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• For (x, y) ∈U1 and F (x, y) ∈V1, we have that ϕ1(x, y) = x
1−y and (φ1 ◦F )(x, y) = x

1−y .

Thus F̂
(

x
1−y

)
= x

1−y which is smooth because it is the identity onR4.

• For (x, y) ∈U1 and F (x, y) ∈V2, we have that ϕ1(x, y) = x
1−y and (φ2 ◦F )(x, y) = 1−y

x .

Thus F̂
(

x
1−y

)
= 1−y

x which is smooth iff x 6= 0. Note that we have that x 6= 0 because F (x, y) ∈V2

• For (x, y) ∈U2 and F (x, y) ∈V1, we have that ϕ2(x, y) = x
1+y and (φ1 ◦F )(x, y) = 1+y

x .

Thus F̂
(

x
1+y

)
= 1+y

x which is smooth iff x 6= 0. Note that we have that x 6= 0 because F (x, y) ∈V1.

• For (x, y) ∈U2 and F (x, y) ∈V2, we have that ϕ2(x, y) = x
1+y and (φ2 ◦F )(x, y) = x

1+y .

Thus F̂
(

x
1+y

)
= x

1+y which is smooth because it is conjugation onR4.

Hence, we find that the coordinate representation is smooth. So, F is smooth. Analogously, we find
that F−1 is smooth. Consequently, the morphism F : S4 →PH, is a diffeomorphism.

To prove (i) and (ii), we use the morphism of (3.1). For (i) let x2 = x3 = x4 = 0 and let y1 = x1

and y3 = x5, and for (ii) let x3 = x4 = 0 and let y1 = x1, y2 = x2 and y3 = x5. Then we find the
following morphisms

F : S1 →PR; F : (y1, y2) = (x1,0 ,0 ,0 , x5) 7→
{

[x1,1−x5] if (y1, y2) ∈ S1\N

[1+x5, x1] if (y1, y2) ∈ S1\S,

F : S2 →PC; F : (y1, y2, y3) = (x1, x2,0,0, x5) 7→
{

[x1 + i x2,1−x5] if (y1, y2, y3) ∈ S2\N

[1+x5, x1 − i x2] if (y1, y2, y3) ∈ S2\S.

The proof of (i v) is much more subtle, due to the fact thatO is noncommutative and nonassociative.
For details of this proof we refer to [Bae02].

Note that diffeomorphic implicates homeomorphic, hence the spheres are also homeomorphic to
the projective lines.

3.3 Construction of the Hopf Fibrations

The Hopf fibrations are specific cases of fibre bundles, where the total space, the base space and the
fibres are spheres. There are four Hopf fibrations:

S0 ,→ S1 π0−→ S1 ∼=PR
S1 ,→ S3 π1−→ S2 ∼=PC
S3 ,→ S7 π3−→ S4 ∼=PH

S7 ,→ S15 π7−→ S8 ∼=PO

(3.2)

Here, πi denotes the surjective map and Si the fibre of each point. With the identification of Propo-
sition 3.2.4, the Hopf fibrations are given by π̃i : Si →PK given by π̃i (x, y) = [x, y] ∈PK.
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Remark 3.3.1. For i = 1,3,7,15 we have that Si = S(K2) = {
(k, l ) ∈K2 : (k)2 + (l )2 = 1

}
.

The Hopf fibrations (of (3.2)) are early examples of non-trivial fibre bundles. These fibrations can
be written in a general form:

Sn ,→ S2n+1 πn−→ Sn+1 ∼=PK,

where n = 0,1,3,7.

With this general description, we can show that the Hopf fibrations are fibre bundles. For this, we
use that Sn is also a manifold, such that we may work with atlases.

Proposition 3.3.2. The Hopf fibrations are fibre bundles.

Proof. It is clear that πn is surjective. Then we can look at the fibres of the points x = [
x1, x2

] ∈PK.
We have that

π−1
n (x) = {

y ∈ S2n+1∣∣ where (λx1,λx2) = y and |λx1|2 +|λx2|2 = 1 for λ ∈K 6=0
}
.

Without loss of generality, we may assume that
∣∣x1

∣∣2 + ∣∣x2
∣∣2 = 1. Hence, we find that the fibres are

all spheres; π−1
n (x) ∼= {

λ ∈K 6=0
∣∣|λ|2 = 1

}∼= Sn . We also have the following local triviality condition for
any x ∈ Sn+1 we have that x ∈ Ui , where i = 1,2 which are the opens of the chosen atlas. Then for
Ui ⊂ Sn+1 we find the diagram

π−1
n (Ui )

φ
//

πn ##

Ui ×Sn

pr1{{
U

where π−1
n (Ui ) = ⋃

u∈Ui

π−1
n (u) ∼= ⊔

u∈Ui

Sn . Hence, we have the diffeomorphism φ : π−1
n (Ui ) →Ui ×Sn .

A more convenient way of representing these Hopf fibrations is in the coordinates of the domain.
This is shown in the following examples.

Example 3.3.3. The first Hopf fibration S1 π0−→ S1 ∼=PR, can be explicitly given, by using Proposition
3.2.4. We have that π0(x, y) = F−1(π̃0(x, y)) = F−1([x, y]). Consequently, we find that the first Hopf
fibration is given by

π0 : S1 → S1; π0(x, y) = 1
y2

x2 +1

(
2 y

x , y2

x2 −1
)
= (

2x y, |y |2 −|x|2) .

4
Example 3.3.4. The second Hopf fibration S3 π1−→ S2 ∼= PC is given by the map π1(α,β) =
F−1(π̃1(α,β)) = F−1([α,β]) and of Proposition 3.2.4. Using the construction in the proof of Proposi-
tion 3.2.4 we find the Hopf fibration

π1 : S3 → S2; π1(α,β) = 1∣∣∣βα ∣∣∣2
+1

(
2ℜ

(
β
α

)
,2ℑ

(
β
α

)
,
∣∣∣βα ∣∣∣2 −1

)
=

(
2αβ, |β|2 −|α|2

)
.

If we now set π1(α,β) = (x, y, z), we find that x =αβ+βα; y = iαβ− iβα and z = |β|2 −|α|2. 4
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Example 3.3.5. The third Hopf fibration S7 π3−→ S4 ∼= PH, is constructed in a similar manner as in
Example 3.3.4. Using Proposition 3.2.4, we find that π3(p, q) = F−1(π̃3(p, q)) = F−1([p, q]) Then, one
finds that the map is explicitly given by

π3 : S7 π3−→ S4; π3(p, q) = 1∣∣∣ q
p

∣∣∣2
+1

(
2
(

q
p

)
,
∣∣∣ q

p

∣∣∣2 −1

)
= (

2pq , |q |2 −|p|2) .

Where |q | =
p

a2 +b2 + c2 + c2 and q = a−bi−c j −dk for q = a+bi+c j +dk ∈H. If we setπ3(p, q) =
(x1, x2, x3, x4, x5), we find that

x1 =pq +qp

i x2 + j x3 +kx4 =pq −qp

x5 =|q |2 −|p|2. 4
With the description of the Hopf projections as given above we can prove that the first three of these
fibrations are also principal G-bundles.

Lemma 3.3.6. The first three Hopf fibrations of (3.2), are principal G-bundles, where the fibres are
Lie groups:

• S0 ∼=U (R) ∼=Z2,

• S1 ∼=U (C) ∼=U (1),

• S3 ∼=U (H) ∼= SU (2).

Proof. We only need to show that the surjective morphism πi and the diffeomorphism

φ : π−1
i (U )

∼−→U ×Si ,

where U ⊆ Si+1, are G-invariant, for i = 0,1,3.

Let g ∈ Si and (p, q) ∈ S2i+1. Then

πi (g (p, q)) =π(g p, g q)

= (
2g pg q , |g q|2 −|g p|2)

= (|g |2pq , |g |2(|q |2 −|p|2))

= (
pq , |q |2 −|p|2)

=πi (p, q),

where we used that g g = |g |2 = 1. Hence, the surjective map πi is G-invariant.

To show that the diffeomorphism is G-invariant we use the atlas of Example 3.3.2. Then, by the
above we already have the inclusion π−1

i (U j ) ⊃U j ×Si for j = 1,2.

For the other inclusion, assume that πi (p, q) =πi (p ′, q ′). Then we have that

pq = p ′q ′, (3.3)
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|q |2 −|p|2 = |q ′|2 −|p|2, (3.4)

|p|2 +|q |2 = |p ′|2 +|q ′|2 = 1. (3.5)

Hence, by (3.4) and (3.5) we find that |q |2 = |q ′|2. Furthermore, we may assume without loss of
generality that p 6= 0. Define g := (p)−1q , then (3.3) translates to q = g q ′. Taking the norm gives
|q |2 = |g q ′|2 = |g |2|q ′|2. Now, there are two options:

1. Suppose q = 0, then q2 = 0 and |p| = |p ′| = 1 and thus |g | = 1.

2. Suppose q 6= 0, then |g | = 1.

Conclusively, we have that g−1 = g thus g ∈ Si and g (p, q) = (p ′, q ′). Hence, we have that π−1
i (U j ) ⊂

U j ×Si . Hence, both inclusions are G-invariant.

Note that Lemma 3.3.6 also implicates that the Hopf fibrations are principal G-bundles in a topo-
logical setting.

Remark 3.3.7. The sphere S7 is not a topological group (see [JS88]), hence the fourth Hopf fibra-
tion is not a principal G-bundle, in the sense of definition 1.2.1. However, we note that S7 hast the
structure of a H-space, which we will cover in Chapter 5.

3.4 Projections from the Hopf Fibrations

Following Section 1.2, we can form an associated vector bundle to a principal G-bundle.

Example 3.4.1. We construct the vector bundle associated to the second Hopf fibration: S1 ,→
S3 π1−→ S2. The representations space of S1 is the vector space C , where we have the representation

A : S1 →GL(C); A : cos x + i sin x 7→ e−i x . (3.6)

This means that the associated vector bundle is given by (S3 ×C)/S1 = E
πas−→ S2, where πas ([p, v]) =

π1(p). For each p ∈ S2 we have that the fibre is given by Ep = {
[u, v]

∣∣u ∈ S3
p and v ∈C} ∼=C. Hence,

the associated vector bundle is a vector bundle of rank dimC= 1. 4
The associated vector bundle of the second Hopf fibration is a well-known vector bundle:

Proposition 3.4.2. The associated vector bundle of the Hopf fibration π1 is in correspondence with
the tautological line bundle (Example 1.1.7).

Proof. To prove this statement, we use the identification S2 ∼=PC and the fact that S2 is a manifold.

Then the associated vector bundle given by (S3 ×C)/S1 = E
πas−→ PC. It is enough to show that the

diagram

E = (S3 ×C)/S1 F //

πas ''

{
(`, v)

∣∣` ∈PC, v ∈ `}=O(−1)

πOuu
PC

commutes for F a diffeomorphism given by F (α,β,λ) = (
π1(α,β),λ(α,β)

)= (
[α,β],λ(α,β)

)
, and that

π−1
as (p) →π−1

O (p) is linear for all p ∈PC.
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Pick (α,β,λ) ∈ (S3×C)/S1 thenπas (α,β,λ) =π1(α,β) = [α,β] and (πO◦F )(α,β,λ) =πO(π1(α,β),λ) =
[α,β]. Hence, the diagram commutes. Furthermore, we have that π−1

as

(
[α,β]

) = π−1
1

(
[α,β]

)×C
and π−1

O
(
[α,β]

) = {
([α,β], v)| for v =λ(α,β),λ ∈C}

. Hence, the mapping π−1
as

(
[α,β]

) → π−1
O

(
[α,β]

)
is given by

(
[α,β],λ

) 7→ (
[α,β],λ[α,β]

)
, which is linear.

Notice, that the morphism F is S1-invariant: Let (cos x + i sin x) ∈ S1, then we have that

F
(
(α,β,λ)(e i x )

)= F
(
αe i x ,βe i x ,λe−i x

)
= (

[α,β],λ[α,β]
)

Left to check is that F is a diffeomorphism. First, we notice that we can write each line ` ∈ PC as
`= [1,α] uniquely, for all lines not parallel with the y-axis. Then the inverse of F for a point in O(−1)
is given by: F−1

(
[1,α], z1, z2

) = (
π−1

1 ([1,α]) , z1
)
. In a similar manner if ` is parallel with the y-axis

we find that the inverse is given by F−1
(
[0,1], z1, z2

) = (
π−1

1 ([0,1]), z2
)
. Because, F ◦ F−1 = id and

F−1 ◦F = id the morphism F is indeed a bijection on this set.

Secondly, we recall that the mapping pr : S3×C→ (S3×C)/S1 is an open projection. Hence, the atlas
on (S3×C)/S1 can be constructed from an atlas on S3×C. In order to construct the atlas we express,
all coordinates inRn for a suited n ∈N. Take the atlas {U1,ϕ1).(U2,ϕ2)} on S3 ×C, where

U1 = (S3\(0,0,0,1))×C; with ϕ1 : (x1, x2, x3, x4, x5, x6) 7→
(

x1

1−x4 , x2

1−x4 , x3

1−x4 , x5, x6
)

U2 = (S3\(0,0,0,−1))×C; with ϕ2 : (x1, x2, x3, x4, x5, x6) 7→
(

x1

1+x4 , x2

1+x4 , x3

1+x4 , x5, x6
)
.

Then, the atlas on (S3×C)/S1 is just the restriction to the projection. For the atlas on O(−1), we will
use a similar construction. First we define an atlas onPC×C2, where

V1 =
{
[α1,α2] ∈PC : α2 6= 0

}×C2; with φ1 : ([α1,α2],α3,α4) 7→
(
α1

α2 ,α3,α4
)

V2 =
{
[α1,α2] ∈PC : α1 6= 0

}×C2; with φ2 : ([α1,α2],α3,α4) 7→
(
α2

α1 ,α3,α4
)

.

for i = 1,2,3,4. With these atlases we can give the coordinate representation of F for the different
charts: Take x = (x1, ..., x6) ∈ (S3 ×C)/S1, then If x ∈U1 and F (x) ∈V1. Then for (u, v) ∈ϕ1(U1) holds
that

F̂ (u, v) = (ψ1 ◦F ◦ϕ1)(u1,u2,u3, v4, v5)

= (
ψ1 ◦F

)( 2u1

|u|2+1
, 2u2

|u|2+1
, 2u3

|u|2+1
, |u|2 −1, v4, v5

)
=ψ1

([
2 u1+i u2

|u|2+1
, 2u3

|u|2+1
+ i (|u|2 −1)

]
,
(
v4 + i v5)(2 u1+i u2

|u|2+1
, 2u3

|u|2+1
+ i (|u|2 −1)

))
=

( 2u1 + i u2

2u3 + i (|u|4 −1)
,
(
v4 + i v5)(2 u1+i u2

|u|2+1
, 2u3

|u|2+1
+ i |u|2 −1

))
.

Notice, that 2u3 + i (|u|4 −1) 6= 0. Hence, the coordinate representation is smooth and thus continu-
ous. The calculation of the other coordinate representations of F and F−1 are found similarly.

For the Hopf fibrations, which are principal bundles, we can construct projections as described in
Section 2.2.1. Here we construct the projection for the second and third Hopf fibration.
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Example 3.4.3. We construct a projection from the second Hopf fibration: S1 ,→ S3 π1−→ S2 ∼=PC. A
representation space of G = S1 is the vector space (with inner product) V = C. Now we construct
the continuous vector valued functions such that the equivariance condition is satisfied (i.e. G-
invariant) and

∑N
i=1 |vi 〉〈vi | = idV . Note that we have the bijection of groups: S1 ∼=U (C). Hence, the

representation A : U (C) → GL(C) is the left multiplication by x ∈U (1) [Lan00]. Define the maps

v1 : S3 →C; (α,β) 7→α

v2 : S3 →C; (α,β) 7→β,

then v =
(
α

β

)
is a map toC2. With this definition the equivariance condition and

∑2
i=1 |vi 〉〈vi | = idV

are satisfied. Furthermore, we have that

p = (〈vi , v j 〉) =
(

v1v∗
1 v1v∗

2
v2v∗

1 v2v∗
1

)
= 1

2

(
αα αβ

βα ββ

)
,

which means that the projection p forms a projection inC2 on the linear one-dimensional subspace
spanned by the vector v .

Using π1 of Example 3.3.4 we find that

αα=|α|2 = 1
2 (1+ z); ββ= |β|2 = 1

2 (1− z);

αβ= 1
2 (x − i y); βα= 1

2 (x + i y).

Hence, one can write p in terms of coordinates in S2:

p = 1

2

(
1+ z x − i y

x + i y 1− z

)
= 1

2 (1+xσx + yσy + zσz ), (3.7)

where σx,y,z denote the Pauli matrices:

σx = (
0 1
1 0

)
; σy =

(
0 −i
i 0

)
; σz =

(
1 0
0 −1

)
Note that we also have the relations p = p2 = p∗ and trace(p) = 1. Hence, we have constructed a
projection p ∈ M2(C (S2)) of rank 1 overC.

Furthermore, we note that p maps S2 to ` ∈ C2, determined by the point of S2 ∼= PC. We observe
that for some basis vectors e1 =

(
1
0

)
and e2 =

(
0
1

)
we have that

pe1 = 1

2

(
1+ z x − i y

x + i y 1− z

)(
1
0

)
= 1

2

(
1+ z

x + i y

)
; pe2 = 1

2

(
1+ z x − i y

x + i y 1− z

)(
0
1

)
= 1

2

(
x − i y
1− z

)
Because, x, y, z ∈ S2, we have that the following equality

(1+ z)(1− z) = 1− z2 = x2 + y2 = (x + i y)(x − i y) (3.8)

holds. Dividing equation (3.8) by (1+ z)(x − i y) we find that

1− z

x − i y
= x + i y

1+ z
.
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From this we can conclude that pe1 and pe2 lie on the same line inC2. Denote this line by

`p : = [x + i y,1+ z].

Consequently, we find that the range of the projection p is a linear combination pe1 and pe2, which
is the same as stating range(p) = `p. 4
From this, we may conclude that the projection p coincides with the tautological line bundle. Note
that this is compatible with Proposition 3.4.2. Thus the constructed projection p uniquely deter-
mines the sections of the tautological line bundle as a result of the Serre-Swan Theorem (Theorem
2.2.11).

Example 3.4.4. We construct a projection in M4(C (S4)), from the third Hopf fibration: S3 ,→ S7 π3−→
S4 ∼= PH. A representation space of G = S3 is the vector space (with inner product) V = H. Fur-
thermore, we have that S3 ∼=U (H) ∼= SU (2). Hence, the representation A : SU (2) → GL(H) is the left
multiplication by x ∈ SU (2) [Lan00]. Define the maps

w1 : S7 →H; (p, q) 7→ p

w2 : S7 →H; (p, q) 7→ q,

which satisfy the equivariance condition and
∑2

i=1 |wi 〉〈wi | = id. In a similar manner as in Example
3.4.3, we find that

q = (〈wi , w j 〉) =
(

pp pq
qp qq

)
.

Now we can use Example 3.3.5 to give q in coordinates in S4

pp =|p|2 = 1
2 (1+x5)

pq = 1
2 (x1 + i x2 + j x3 +kx4) = 1

2

(
x1 + i x2 x3 + i x4

−(x3 − i x4) x1 − i x2

)
qq =|q |2 = 1

2 (1−x5)

qp = 1
2 (x1 − i x2 − j x3 −kx4) = 1

2

(
x1 − i x2 −(x3 + i x4)
x3 − i x4 x1 + i x2

)
Using the expressions for pp, pq , qq and qp we can write q in terms of the coordinates (x1, x2, x3, x4, x5):

q = 1

2


1+x5 0 x1 + i x2 x3 + i x4

0 1+x5 −(x3 − i x4) x1 − i x2

x1 − i x2 −(x3 + i x4) 1−x5 0
x3 − i x4 x1 + i x2 0 1−x5

 .

Note that q satisfies q = q2 = q∗. Hence, q is a projection in M4(C (S4)). 4
Remark 3.4.5. The projection constructed in Example 3.4.4, is constructed via the left multiplica-
tion. However, H is not commutative. Hence, one can also construct the projection via the right
multiplication, which gives rise to a similar, but different, projection.
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4 Bott Periodicity

Bott Periodicity was discovered by R. Bott in 1959 [Bot59], in 1968 the connection with K-theory
was made by M.F. Atiyah [Ati68]. In K-theory, the Bott Periodicty plays an important role, especially
when considering spheres. In this chapter we prove the Bott Periodicity Theorem following [Sty13,
Ch. 1],[RLL00] and [Hat17, §2.1-2.2] with respect to the projection of Example 3.7.

4.1 The Product Theorem and the Bott Generator

We observe in Example 3.7 the following relation:

Lemma 4.1.1. For p as defined in (3.7), in K (C (S2)) we have that

p⊕p∼h p⊗p⊕1.

In order to prove Lemma 4.1.1, we introduce the notion of the Khatri-Rao product [LT08]. Let A and
B be matrices. Denote the partitions of the matrices as A = (Ai j ) and B = (Bi j ), where Ai j and Bi j

are blocks of size ni ×m j . Then the Khatri-Rao product of matrices A and B is given by

A¯B = (
Ai j ⊗Bi j

)
i j ,

of size
(∑

(ni )2
)(∑

(m j )2
)
. This product can be seen as the block-wise tensor product of matrices.

Example 4.1.2. The Khatri-Rao product of the 4×4 matrix A = (ai j ) with the 4×4 matrix B = (bi j )
for blocks of size 2×2 is given by

a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

¯


b11 b12 b13 b14

b21 b22 b23 b24

b31 b32 b33 b34

b41 b42 b43 b44

=
( (

a11 a12
a21 a22

)
⊗

(
b11 b12
b21 a22

) (
a13 a14
a23 a24

)
⊗

(
b13 b14
b23 a24

)
(

a31 a32
a41 a42

)
⊗

(
b31 b32
b41 a42

) (
a33 a34
a43 a44

)
⊗

(
b33 b34
b43 a44

)
)

.

4
Proof of Lemma 4.1.1. We introduce a family of invertible matrices At that forms a continuous path
in GL4(C), which is given by

At =
(

cos π2 t −sin π
2 t

sin π
2 t cos π2 t

)
⊗ (

1 0
0 1

)=


cos π2 t 0 −sin π
2 t 0

0 cos π2 t 0 −sin π
2 t

sin π
2 t 0 cos π2 t 0

0 sin π
2 t 0 cos π2 t

,
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for t ∈ [0,1]. Then for t = 0, we find that A0 = 14 and for t = 1 we find that A1 =
(

02 −12
12 02

)
. Then the

mapping

Pt =
(

p 02

02
(

1 0
0 0

))¯ At

(
p 02

02
(

1 0
0 0

)) A−1
t ,

forms a homotopy with ¯ the Khatri-Rao product for 2 by 2 matrices. We note that this is indeed a
continuous function, because it is the composition of continuous functions. Subsequently, we find
that

P0 =
(

p⊗p 04

04
(

1 0
0 0

)⊗ (
1 0
0 0

))= p⊗p⊕1⊕03 ∼ p⊗p⊕1

P1 =
(

p⊗ (
1 0
0 0

)
04

04
(

1 0
0 0

)⊗p

)
= p⊕02 ⊕p⊕02 ∼ p⊕p.

As a result we find that rk([p⊗ p⊕1]− [p⊕p]) = 0, where rk is defined in Definition 2.1.9. Conse-
quently, we have that [p⊗ p⊕1]− [p⊕p] ∈ K̃ (C (S2)). We note that K (C (S2)) is an abelian group, due
to the Grothendieck construction. Hence, there is and injectionZ[p]/(p−1)2 ,→ K (S2).

Definition 4.1.3. Multiplication of K-rings is called the external product

µ : K (X )⊗K (Y ) → K (X ×Y ),

where the unique morphism on pure tensors is given by µ(x ⊗ y) = pr∗1 (x)pr∗2 (y) for pr1 and pr2
projections of X ×Y onto X and Y respectively, which can be extended bilinearly.

From Definition 4.1.3 the following theorem is deduced.

Theorem 4.1.4. (Product Theorem) The homomorphism µ : K (X )⊗Z[H ]/(H −1)2 → K (X ×S2) is an
isomorphism of rings for all compact Hausdorff spaces X.

The proof of the product theorem is out of the scope of this thesis. However, for a proof we refer to
[Hat17, Thm. 2.2].

In Example 3.4.3 we found that the projection p coincides with the tautological line bundle. Thus
we have that [p] = H (We will often omit the brackets when it is not likely to cause confusion). For
H we have the relation that (H −1)2 = ([p]−1)2 = [p⊗p]−[p⊕p]+1 = [p⊗p⊕1]−[p⊕p] = 0, because
we have that p⊕p∼h p⊗p⊕1 and thus represent the same equivalence class. Consequently, we can
rewrite the Product Theorem in terms of the projection p:

µ : K (C (X ))⊗Z[p]/(p−1)2 → K (C (X )×C (S2)) ∼= K (C (X ×S2))

As a consequence of the Product Theorem we can explicitly describe the ring K (C (S2)):

Corollary 4.1.5. The rings K (C (S2)) andZ[p]/(p−1)2 are isomorphic.

Proof. Take X = {∗}, according to the product theorem we obtain that

K (C ({∗}))⊗Z[p]/(p−1)2 ∼= K (C ({∗}×S2))

⇐⇒
Z⊗Z[p]/(p−1)2 ∼= K (C (S2))

(4.1)
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Note that in Example 2.1.8 we found that K ({∗}) =Z, and we have that K (C ({∗})) ∼= K ({∗}). Further-
more, we note that the tensor product in (4.1) is a tensor product overZ−modules. Hence, we find
that

Z[p]/(p−1)2 ∼= K (C (S2)).

As a result of Corollary 4.1.5, we find that the group K (C (S2)) is generated by [1,p]. Furthermore,
we also observe from Definition 2.1.9 that K̃ (C (S2)) is generated by B = (p−1). Moreover, we have
the relation B2 = 0. Thus the multiplication in K̃ (C (S2)) is trivial, i.e. the multiplication of any two
elements in K̃ (C (S2)) is zero.

4.2 Exact sequences

In this section we recall the concept of exact sequences. For more in depth information on exact
sequences we refer to [Rot98].

Definition 4.2.1. An infinite sequence of (abelian) groups and homomorphisms

... →Ci+1
di+1−→Ci

di−→Ci−1 → ...

is called a long exact sequence if for all i ∈Z, Im(di+1) = ker(di ).

Definition 4.2.2. An exact sequence of the form

0 → A
i−→ B

p−→C → 0,

is called a short exact sequence.

Proposition 4.2.3. For X a compact Hausdorff space, and a closed subset U ⊆ X , the sequence

U
i−→ X

p−→ X /U ,

where p is the quotient map and i the inclusion, induces the exact sequence

K̃ (U )
i∗←− K̃ (X )

p∗
←− K̃ (X /U ).

Proof. We will follow the proof of [Hat17, Prop. 2.9]:
We first proof the inclusion Im(p∗) ⊆ ker(i∗): The inclusion is the same as stating i∗p∗ ≡ 0. We have
that (pi )∗ = i∗p∗, and we can form the following commutative diagram

U
i //

��

X

p

��

U /U // X /U .

This diagram shows that all a ∈U are mapped to one point {∗} ∈ X /U . We also know that U /U ∼= {∗},
and K̃ ({∗}) = 0. Hence, we find that i∗p∗ ≡ 0.
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Subsequently, we poof the inclusion Im(p∗) ⊇ ker(i∗):
Let p : E → X be a vector bundle, and assume that the restriction vector bundle E |U → U is s-
isomorphic to the trivial vector bundle, and that E itself is trivial over U . Let h : p−1(U ) → U ×Cn

be a trivialisation of U . Furthermore, let E/h be the quotient space where for each x, y ∈U we have
that h−1(x, v) ∼ h−1(y, v). With the use of the trivialisation one can construct a projection from the
given vector bundle p:

ph : E/h → X /U .

Subsequently, we show that the projection ph is a vector bundle.
Using the trivialisations h, one obtains sections of E → U . The sections can be given with respect
to a basis onCn . Suppose that {ei }i∈[1,n] forms a basis forCn , then the sections si := h−1(u,ei ) form
a basis in each of the fibres over U . Subsequently, choose a finite open cover U of U such that the
bundle E → U j is trivial for an open U j ∈ U (this open cover can be constructed because U is a
compact set). The restriction of the sections si j : U ∩U j → E form sections to a single fibre. Then
applying the Tietze Extension Theorem (See [Mun14, Thm. 35.1]) from general topology, one can
extend the sections to a continuous map on all of U j for each U j ∈U . Let X = {U , X \U } be an open
cover of X . Then, there exists a partition of unity subordinate to X (see [Lee13, Thm. 2.23]) given
by the set indexed set of continuous functions {ψ j ,ψ}. Then the continuous function∑

ψ j si j ,

defines an extension of the sections si j on X . We note that the sections where constructed to form
a basis in each of the fibres. Hence, they also form a basis in all surrounding fibres. Consequently,
the trivialisation h of E gives a trivialisation of E/h, and thus is ph a vector bundle. Finally, we need
to check that E ∼= q∗(E/h). In order to prove the final statement we use the following commutative
diagram:

E //

p

��

E/h

ph

��

X
q
// X /U ,

where q is the projection of X of its quotient with U . Due to the construction of the trivialisations
with h−1(x, v)∼ h−1(y, v), we have a isomorphism on the fibres. Thus, by the pull-back construction
we find that E ∼= q∗(E/h), which concludes the proof.

Notice that as a result of the Serre-Swan Theorem (Theorem 2.2.11) there is an isomorphism between
K (X ) and K (C (X )) for X a compact Hausdorff space. Consequently, there also is an isomorphism
between K̃ (X ) and K̃ (C (X )). With this isomorphism Proposition 4.2.3 can be translated to the re-
duced K-rings over C∗-algebras.

Corollary 4.2.4. For X a compact Hausdorff space, and a closed subset U ⊆ X , the sequence

U
i−→ X

p−→ X /U

induces the exact sequence

K̃ (C (U ))
i∗←− K̃ (C (X ))

p∗
←− K̃ (C (X /U )).

Remark 4.2.5. Because, U ⊆ X is a closed subset of X, U is a compact Hausdorff space. Hence, C (U )
is also a C∗-algebra.
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4.3 Operations on Topological Spaces

In this section we introduce new topological definitions, with the aim to extend the sequence U →
X → X /U of Corollary 4.2.4.

Definition 4.3.1. The cone of X , denote by C X is defined as (X × I )/(X × {1}).

Definition 4.3.2. The join of X and Y , denoted X ∗Y , is defined by the quotient space (X ×I ×Y )/R.
Here R is the equivalence relation generated by:

〈x,0, y〉 ∼= 〈x ′,0, y〉 and 〈x,1, y〉 ∼= 〈x,1, y ′〉,
for x, x ′ ∈ X and y, y ′ ∈ Y .

Example 4.3.3. For spheres we find that Sn ∗Sm ∼= Sn+m+1

This statement can be proved by induction to the degree of the spheres. Here we will only treat the
base case: n = m = 1.

We have that S1 ∗S1 = (S1 × I ×S1)/R. Consider the map

f : S1 × I ×S1 → S3 ⊂R2 ×R2

(x, t , y) 7→ (
x sin(πt

2 ), y sin(π(1−t )
2 )

)
.

The map f is continuous and satisfies the equivalence relation R. Concequently, we find that f
defines a homeomorphism between S1 ∗S1 and S3:

f
(
[(x, t , y)]

)= (
x sin(πt

2 ), y sin(π(1−t )
2 )

)
f −1(u, v) = [( u

|u| ,
2si n−1(|u|)

π , v
|v |

)]
.

So we have that S1 ∗S1 ∼= S3. 4
Definition 4.3.4. The suspension of X , denoted by SX is defined as (X × I )/(X × {0}tX × {1}), which
is equivalent to the join of X and S0.

Definition 4.3.5. The reduced suspension of a pointed space X , denoted by ΣX for x ∈ X is defined
as the quotient SX /({x}× I ), which is the same as

(X × I )/(X × {0}∪X × {1}∪ {x}× I ).

Remark 4.3.6. The suspension can be seen as the union of two cones: C X ∪C X , where they are
glued along the body X .

Example 4.3.7. For spheres the suspension is given by S(Sn) = Sn+1. 4
Example 4.3.8. [RLL00, Ex. 4.1.5.] The definition of the cone and the suspension can also be given
in terms of C∗-algebras. Let A be a C∗-algebras then the definitions are given by

C A = {
f ∈C ([0,1], A) : f (0) = 0

}
S A = {

f ∈C ([0,1], A) : f (0) = f (1) = 0
}

4
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With the definition of the cone and the suspension we find the following sequence:

U // X // X ∪CU //

��

(X ∪CU )∪C X //

��

((X ∪CU )∪C X )∪C (X ∪CU )

��

X /U SU SX

(4.2)

where the vertical arrows are projections onto the quotient with the most recently attached cone.
Notice, that there is a repeated structure in the sequence. For each term the union of the previous
term with the cone of the term two steps back is taken.

Definition 4.3.9. A topological space is contractible if the identity morphism is homotopic to a con-
stant morphism.

Lemma 4.3.10. The cone of any topological space is contractible.

Proof. We follow the proof of [Rot98, Thm. 1.11].
Suppose X is a topological space, and let C X be the cone of X . We construct a homotopy by first
defining the map F : C X × I →C X , where F ([x, t ], s) = [x, (1−s)t+s]. This map is clearly continuous.
Moreover, for s = 0 we have the identity mapping on C X , and for s = 1 one has that for all x, y ∈ X
[x, s]∼ [y, s], which is the constant map. Therefore the cone C X is contractible.

With Lemma 4.3.10 in mind we can use the following lemma in order find the exact sequence de-
rived from (4.2).

Lemma 4.3.11. Suppose U ⊂ X is contractible, then the projection onto the quotient pr: X → X /U
induces a bijection pr∗ : Vectn(X /U ) → Vectn(X ) for all n, where Vectn denotes all vector bundles of
rank n.

For the proof of Lemma 4.3.11 we refer to [Hat17, Lemma 2.10].

As a result of Lemma 4.3.11 we find that there is an isomorphism K̃ (X ∪CU ) ∼= K̃ (X /U ). Then, it also
holds for the following terms in the sequence of (4.2).

Lemma 4.3.12. There is an homeomorphism between (X ∪CU )/X and SU .

Proof. Such a homeomorphism can be easily obtained by considering the visualisation in Figure
4.1. Note that X ∪CU , is a cone on a subspace U of X . A cone can be seen as copies of U on the unit
interval where at 1 ∈ I there is only a point. If one now takes the union with X one obtains the left
side of Figure 4.1.

Figure 4.1: The quotent of X ∪CU with X .

Subsequently, we take the quotient with X , and obtain the right side of Figure 4.1. Again, one realises
that this coincides with the suspension of U .
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Lemma 4.3.12 can be extended to the components of (4.2). We note that the cone and the suspen-
sion of a closed set are again closed. Hence, the repeated application of Corollary 4.2.4 and Lemma
4.3.11 to the sequence in (4.2) gives the exact sequence:

· · ·→ K̃ (SX ) → K̃ (SU ) → K̃ (X /U ) → K̃ (X ) → K̃ (U ). (4.3)

In order to obtain a reduced version of the external product we introduce three new definitions (See
[Rot98]):

Definition 4.3.13. The wedge sum of two topological spaces X and Y , with chosen points x0 ∈ X
and y0 ∈ Y , is defined as

X ∨Y := X tY /(x0 ∼ y0).

Example 4.3.14. A widely used example of the wedge sum, is the wedge of two spheres. For instance
take twice the sphere S1 with basepoints x, y ∈ S1. Then, the wedge S1 ∨S1 is visually given by:

•

where the black dot represents that there is an equivalence between the points x and y . 4
Lemma 4.3.15. For (X , x) and (Y , y) pointed topological spaces

Σ(X ∨Y ) =ΣX ∨ΣY .

Proof. First we write out the definition of the wedge sum:

X ∨Y × I = (X × I tY × I )/({x}× I ∼ {y}× I ).

Subsequently, we take the quotient

(X ∨Y × I )/(X ∨Y × {0}tX ∨Y × {1}t (x, y)× I )

= (X × I tY × I )/({x}× I ∼ {y}× I )(X ∨Y × {0}tX ∨Y × {1}t (x, y)× I )

= ((X × I )/(X × {0}tX × {1}tx × I )t (Y × I )/(Y × {0}tY × {1}t y × I ))/({x}× I ∼ {y}× I )

= (X × I )/(X × {0}tX × {1}tx × I )∨ (Y × I )/(Y × {0}tY × {1}t y × I )

=ΣX ∨ΣY ,

which concludes the proof.

Definition 4.3.16. The smash product of two topological spaces X and Y , with chosen points x0 ∈ X
and y0 ∈ Y , is defined as

X ∧Y := X ×Y /X ∨Y .

Recall from general topology that the one-point compactification of a Hausdorff space X is given by
a compact Hausdorff space Y which contains X as a dense subset [Mun14, §29]. Denote X ∗ for the
one-point compactification of X . The one-point compactification of compact Hausdorff spaces has
the following property:
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Lemma 4.3.17. Let X and Y be compact Hausdorff spaces, then

X ∗∧Y ∗ ∼= (X ×Y )∗,

where {∗} denotes the basepoint of the one-point compactification.

For the proof of Lemma 4.3.17 we refer to [Rot98, Lemma 11.15].

Example 4.3.18. We compute the smash product of the sphere Sn and Sm . Recall that the one-point
compactification ofRn is Sn [Mun14, §29]. As a result of Lemma 4.3.17 we find that

Sn∧Sm = (Rn)∗∧(Rm)∗ ∼= (Rn×Rm)∗ = (Rn+m)∗ = Sn+m . 4
Lemma 4.3.19. If (X , x) is a compact Hausdorff space then ΣX ∼= X ∧S1.

Proof. Note that we can write S1 in terms of an equivalence on the unit interval, i.e. S1 = [0,1]/({0}∼
{1}). Subsequently, the smash product of X with S1 becomes

X ∧S1 = X × (I /({0}∼ {1})/(X ∨S1)

= X × I /(X × ({0}∼ {1})t (X ∨S1))

= (X × I )/(X × {0}tX × {1}t {x}× I )

=ΣX ,

which concludes the proof.

Definition 4.3.20. A short exact sequence 0 → A
g−→ B

h−→C → 0 is called split exact if it is isomor-
phic to a sequence of the form 0 → A → A⊕C →C → 0. In other words, there exists a homomorphism
s : C → B with h ◦ s = idC .

Example 4.3.21. Let X = A ∨B , then we have that X /A = B. Then, one can express the sequence

A
i−→ X

p−→ X /A as A → X → B . Subsequently, we can apply Proposition 4.2.3, to obtain the exact
sequence

K̃ (B)
p∗
−→ K̃ (X )

i∗−→ K̃ (A).

Suppose, there is another morphism q : X → A, which is similarly defined as p, i.e. the contraction

of B to a point. Then we have the sequence A
i−→ X

q−→ A. This yields the composition q ◦ i = idA ,
which yields the composition i∗ ◦q∗ = id∗ on K̃ (A). So, the given exact sequence is also split exact.
Hence, we have an isomorphism

K̃ (X ) → K̃ (A)⊕ K̃ (B). 4
Example 4.3.22. Let (X , x) be a pointed topological space. Using the definition of the reduced sus-
pension and the suspension we obtain the quotient morphism

SX → SX /({x}× I ) =ΣX .

Subsequently applying Lemma 4.3.11 yields an isomorphism

K̃ (SX ) ∼= K̃ (ΣX ). (4.4)

Now, we use the property of Lemma 4.3.15 in combination with Example 4.3.21 and (4.4). Then, we
find that

K̃ (S(X∨Y ) ∼= K̃ (Σ(X∨Y ) ∼= K̃ (ΣX∨ΣY ) ∼= K̃ (ΣX )⊕K̃ (ΣY ) ∼= K̃ (SX )⊕K̃ (SY ). 4
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Substituting X ×Y for X and X ∨Y for U in (4.3), one obtains the diagram

K̃ (S(X ×Y )) // K̃ (S(X ∨Y )) //

∼
��

K̃ (X ∧Y ) // K̃ (X ×Y ) // K̃ (X ∨Y )

∼
��

K̃ (SX )⊕ K̃ (SY ) K̃ (X )⊕ K̃ (Y ),

(4.5)

where the first vertical isomorphism follows from Example 4.3.22 and the second vertical isomor-
phism follows form Example 4.3.21. Furthermore, we notice that the last part of the sequence in
(4.5): K̃ (X ∧Y ) → K̃ (X ×Y ) → K̃ (X ∨Y ) ∼= K̃ (X )⊕ K̃ (Y ), forms a split exact sequence. This can be
seen from the surjection

K̃ (X )⊕ K̃ (Y ) → K̃ (X ×Y ); where (x, y) 7→ p∗
1 (x)⊕p∗

2 (y),

where p1 and p2 are projection of X×Y on X and Y respectively. Consequently, we have the splitting

K̃ (X ×Y ) ∼= K̃ (X ∧Y )⊕ K̃ (X )⊕ K̃ (Y ).

We use the external product (Definition 4.1.3) and the definition of the reduced K-ring (Definition
2.1.9), to compute a reduced version of the external product. Due to the morphism rk, we concluded
that we have an isomorphism K (X ) ∼= K̃ (X )⊕Z. Hence, the external product gives

K (X )⊗K (Y )

��

∼= (K̃ (X )⊗ K̃ (Y ))
��

⊕ K̃ (X ) ⊕ K̃ (Y ) ⊕ Z

K (X ×Y ) ∼= K̃ (X ∧Y ) ⊕ K̃ (X ) ⊕ K̃ (Y ) ⊕ Z.

(4.6)

Note, that we again used that the tensor product is taken overZ-modules. From this we can deduce
the reduced external product.

Definition 4.3.23. Multiplication of K̃ -rings is called the reduced external product

µ̃ : K̃ (X )⊗ K̃ (Y ) → K̃ (X ∧Y ),

where the unique morphism on pure tensors is given by µ(x ⊗ y) = pr∗1 (x)pr∗2 (y) for pr1 and pr2
projections of X ×Y onto X and Y respectively, which can be extended bilinearly.

Notation: We denote x ∗ y := pr∗1 (x)pr∗2 (y) =µ(x ⊗ y) for the reduced external product.

Now we have constructed all the tools to state the Bott Periodicity Theorem.

4.4 The Bott Periodicity Theorem

In section 4.2 and 4.3 we have given the machinery to state and proof the Bott Periodicity Theorem.
In this section we will proof the Bott Periodicity Theorem and look into some of its consequences.

Theorem 4.4.1 (Bott Periodicity). The homomorphism

β : K̃ (X ) → K̃ (S2X ); where β(a) = (H −1)∗a,

is an isomorphism for X a compact Hausdorff space and H the tautological line bundle overPC.
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Proof. Note that we may write β as the composition of an inclusion and the reduced external prod-
uct:

K̃ (X ) → K̃ (S2)⊗ K̃ (X )
reduced external product−−−−−−−−−−−−−−−−−→ K̃ (S2 ∧X ) ∼= K̃ (S2X ),

where we have used (4.4) in combination with Lemma 4.3.19 for the last equivalence. As a result of
Corollary 4.1.5 we have that K̃ (C (S2)) ∼= K̃ (S2) ∼=Z, with generator (H −1) and trivial multiplication.
Furthermore, we have a tensor product over Z-modules, hence K̃ (X ) ∼= Z⊗ K̃ (X ) ∼= K̃ (S2)⊗ K̃ (X ).
Moreover, we have that the reduced external product is an isomorphism due to the product the-
orem. Hence, we find that β is an isomorphism. Furthermore, we note that the first morphism
K̃ (X ) → K̃ (S2) ⊗ K̃ (X ) is given by a 7→ (H − 1) ⊗ a, and the reduced external product is given by
(H −1)⊗a 7→ (H −1)∗a, Hence, the composition β is given by a 7→ (H −1)∗a.

The Bott Periodicity Theorem as given in Theorem 4.4.1, is stated for topological groups. However,
we are interested in the Bott Periodicity Theorem in terms of the projection p, i.e. C∗-algebras. We
use that there is an isomorphism between K̃ (X ) and K̃ (C (X )) for X a compact Hausdorff space.
Then the Bott Periodicity Theorem becomes for C∗-algebras becomes:

Corollary 4.4.2 (Bott Periodicity Theorem for p). The homomorphism

β : K̃ (C (X )) → K̃ (C (S2X )); where β(a) = (p−1)∗a,

is an isomorphism for X a compact Hausdorff space and p = 1
2

(
1+ z x − i y

x + i y 1− z

)
.

Furthermore, we note the in Corollary 4.4.2 p and a are continuous functions. Hence, the pull-back
with the projections can be seen as the composition of the functions:

(p−1)∗a = p∗
1 (p−1)p∗

2 (a) = ((p−1)◦p1)(a ◦p2).

A keen property of the Bott Periodicity Theorem is that we can compute the K̃ -groups for all spheres.
Recall that S2Sn = Sn+2, K̃ (S1) = 0, and K̃ (S2) =Z, from which immediately follows that:

Corollary 4.4.3.

K̃ (Sn) ∼=
{
Z, for n even

0, for n odd

In Section 4.3 we have stated that K̃ (C (S2)) is generated by the Bott element B, i.e. K̃ (C (S2)) ∼= 〈B〉.
Applying the Bott Periodicity Theorem gives that K̃ (C (S2n)) ∼= K̃ (C (S2))⊗n . Hence, the generator of
K̃ (C (S2n)) is given by β(B⊗·· ·⊗B) =:Bn .

Lemma 4.4.4. For n ∈Zwe have that K (C (S2n)) ∼=Z[B]/(B2).

Proof. In Corollary 4.4.3, we concluded that K̃ (Sm) ∼=Z for m an even integer. Hence for all n ∈Z
we have that K̃ (C (S2n)) ∼=Z∼= 〈B〉, with B2 = 0. Moreover, we have that

K (C (S2n)) = K̃ (C (S2n))⊕Z∼= 〈B〉⊕Z,

which is the same a stating K (C (S2n)) ∼=Z[B]/(B2).

One can also generalise the Bott Periodicity Theorem for a topological space X instead of a sphere
by repeatedly applying the Bott Periodicity Theorem.
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Corollary 4.4.5. The (reduced) external product

K̃ (S2n)⊗ K̃ (X ) ∼= K̃ (S2n ∧X ) (4.7)

is an isomorphism.

Proof. The external product of K̃ (S2)⊗K̃ (S2), is equivalent to K̃ (S4) according to the Bott Periodicity
Theorem. By induction to the tensor power we find that K̃ (S2)⊗n ⊗K̃ (X ) ∼= K̃ (S2n)⊗K̃ (X ). Moreover,
we have that

K̃ (S2)⊗(n−1) ⊗ K̃ (S2)⊗ K̃ (X ) ∼= K̃ (S2)⊗(n−1) ⊗ K̃ (S2X ) ∼= ·· · ∼= K̃ (S2)⊗ K̃ (S2(n−1)X ) ∼= K̃ (S2n X )

which concludes the proof.

From Corollary 4.4.5, and (4.6) the isomorphism

K (S2n)⊗K (X ) ∼= K (S2n ×X ),

follows immediately.

Remark 4.4.6. In Example 3.4.4 we constructed a projection q ∈ M4(C (S4)) from the third Hopf
fibration. For this projection there is not such a notion as the Bott Projection.
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5 The Hopf Invariant One Problem

In this chapter we build the tools to define the Hopf Invariant One Problem. This theorem allows
linking the division algebras to the Hopf fibrations. The original proof of this major theorem was
given by F. Adams in 1960 [Ada60]. This theorem was also proved in the context of K-theory by F.
Adams and M. Atiyah in 1966 [AA66]. In this chapter we will follow the proof given by [Sty13], which
is based on the proof by Adams and Atiyah.

This chapter is divided in two subjects. First we will examine the concept of H-spaces. Then we
conclude the chapter with the Hopf Invariant One Problem.

5.1 H-space structures

In this section we cover the definition of an H-space structure as well as H-space structures in com-
bination with spheres and division algebras. In this section we will mainly follow the discussion of
[Sty13, Ch. 2]. Furthermore, we will follow [Hat17, §2.3].

Definition 5.1.1. A topological space M with basepoint m ∈ M with a continuous map µ : M ×M →
M satisfying

1. µ(e,e) = e,

2. the map M → M given by m 7→ µ(m,e) and the map M → M given by m 7→ µ(e,m) are homo-
topic to the identity map on M ,

is called a H-space.

Remark 5.1.2. If X is a topological group then it is also a H-space, with µ given by the group multi-
plication.

In order to relate spheres to H-spaces we need to recall the definition of a parallelisable space.

Definition 5.1.3. We call a manifold M parallelisable if it admits a global frame, i.e. we have an
ordered n-tuple of linear independent vector fields (E1, ...,En) such that for each p ∈ M the vectors
(E1|P , ...,En |p ) form a basis for Tp M .

Remark 5.1.4. The sphere Sn has the structure of a manifold.
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Lemma 5.1.5. If Rn has the structure of a division algebra, then the sphere Sn−1 is parallelisable.
Moreover, if Sn−1 is parallelisable, then it is a H-space.

The proof of Lemma 5.1.5 follows from some computations in linear algebra; for a proof we refer to
[Sty13, Prop. 2.1.1 and 2.1.2].

Example 5.1.6. We already know that spheres S0,S1 and S3 are H-spaces because they are Lie
groups. Furthermore, we have thatR8 ∼=O has the structure of a division algebra. Hence, by Lemma
5.1.5 we find that S7 is also a H-space. 4
Lemma 5.1.7. The sphere Sn−1 cannot be a H-space when n 6= 0 is odd.

Proof. We follow the proof of [Sty13, Prop. 2.3.1.]
Let µ : Sn−1 ×Sn−1 → Sn−1, be the morphism giving Sn−1 its H-space structure. Suppose that n > 1
is odd, then n − 1 is even. Hence, K (Sn−1) ∼= Z[α]/(α2) by lemma 4.4.4 and the fact that K (X ) ∼=
K (C (X )). By the reduced external product applied to X = Sn−1, we obtain a homomorphism µ∗ :
Z[γ]/(γ2) →Z[α,β]/(α2,β2) (Note that we have used the tensor product of Z-modules). Then the
image of γ underµ∗ is a linear combination of the basis elements ofZ[α,β]/(α2,β2), i.e. {1,α,β,αβ}.
Write µ∗(γ) = m+nα+oβ+pαβ, for m,n,o, p ∈Z. Since, µ∗ is a ringhomomorphism, we have that
µ∗(γ)2 =µ∗(γ2) = 0. Thus, we have that

m2 +2mnα+2moβ+2(mp +no)αβ= 0. (5.1)

Then m = 0 and no = 0 in order to satisfy (5.1).
Next, we take a look at the inclusions ι1,2 : Sn−1 ,→ Sn−1 ×Sn−1, to the first and second component.
We note that the composition ι∗1,2◦µ∗ = id∗

Sn−1 , due to the H-space structure on Sn−1. Then (ι1◦µ)∗(γ)
gives that n = 1, and (ι2 ◦µ)∗(γ) gives that o = 1. Consequently, we have that n = o = 1, which is in
contradiction with (5.1).

5.2 The Hopf Invariant

In this section, we will use a different approach than the approach of Adams to show a similar result.
To show this we will follow the approaches used by [Hus66] and [Sty13].

First, we will define the map known as the Hopf Construction. Then, we will examine what it means
to be of Hopf Invariant One. Finally, we can show how the division algebras correspond to the Hopf
fibrations.

5.2.1 The Hopf Construction

Definition 5.2.1. Let f : X → Y be a continuous map. Then the mapping cylinder of f is defined as

Z f = ((X × I )tY )/
(
(x,0)∼ f (x)

)
.

Definition 5.2.2. Let f : X → Y be a continuous map. Then the mapping cone of f is defined as

C f = ((X × I )tY )/
(
(x,1)∼ (x ′,1)t (x,0)∼ f (x)

)
for all x, x ′ ∈ X .
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An important construction used to relate the division algebras to the Hopf fibrations is the so-called
Hopf construction:

Definition 5.2.3. For a continuous map f : X ×Y → Z the Hopf construction is given by the map

H( f ) : X ∗Y →ΣZ ; H( f )(x, t , y) = ( f (x, y), t ).

5.2.2 Hopf Invariant One

From now on we will focus on spheres S2n−1 which admit a H-space structure. Hence, by Lemma
5.1.7, we take 2n for n because it has to be even.

Let g : S2n−1 ×S2n−1 → S2n−1 be a continuous map. Then from Example 4.3.3 it follows that the join
is given by S2n−1 ∗S2n−1 = S2n−1+2n−1+1 = S4n−1. Moreover, from Example 4.3.18 and Lemma 4.3.19
it follows that ΣS2n−1 = S2n−1 ∧S1 = S2n . Hence, the Hopf Construction of g is the map

H(g ) : S4n−1 → S2n .

For the Hopf construction and the mapping cylinder and mapping cone one can compute the fol-
lowing diagram [Hus66, S. 9(2.4)]

S2n

v
��

a

%%

S4n−1 u //

H(g )
99

ZH(g )
w // CH(g )

b // SS4n−1 S(H(g ))
// SS2n ,

(5.2)

where u(x) is the class of (x,1) ∈ ZH(g ), v(y) is the class of y ∈ ZH(g ), w is the projection given by
ZH(g ) → ZH(g )/u(X ), a(y) is the class of y ∈ CH(g ) and for b we have that b(y) = [

S4n−1 × {1}
] ∼= {∗}

and b(x, t ) = [x, t ]. In order to clarify the morphism b, a visual representation is given in Figure 5.1.

Figure 5.1: The morphism b : C f → SX for f : X → Y , where we take the quotient with the space Y .

Lemma 5.2.4. The sequence
K̃ (S2n) ← K̃ (CH(g )) ← K̃ (SS4n−1)

is an exact sequence.

Proof. We follow the proof of [Hus66, §9(2)].
We notice that S4n−1 is a closed subset of ZH(g ). Then, as a result of Proposition 4.2.3, we have that
the sequence S4n−1 → ZH(g ) →CH(g ) induced the exact sequence

K̃ (CH(g )) → K̃ (ZH(g )) → K̃ (S4n−1).
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Moreover, we have that a is an inclusion, and the map b is a projection CH(g ) →CH(g )/a(Y ). There-
fore, we can again apply Proposition 4.2.3 and find that the sequence

K̃ (SS4n−1) → K̃ (CH(g )) → K̃ (S2n)

is exact. In [Hus66, Prop. 9(2.5)] it is proven that the map v , of (5.2), is a homotopy equivalence,
from which it follows that K̃ (S2n) ∼= K̃ (ZH(g )). Combining the exact sequences yields the following
diagram

K̃ (S2n)
u∗◦(v∗)−1

''

K̃ (SS4n−1)
b∗
// K̃ (CH(g ))

a∗ 77

w∗
// K̃ (ZH(g ))

u∗
//

v∗
OO

K̃ (S4n−1),

where Im(b∗) = ker(a∗) and Im(w∗) = ker(u∗). Then, we also have that

Im(a∗) = Im(v∗ ◦w∗)

= v∗(Im(w∗))

= v∗(ker(u∗))

= ker(u∗ ◦ (v∗)−1).

Therefore, the sequence

K̃ (SS4n−1)
b∗
// K̃ (CH(g ))

a∗
// K̃ (S2n)

u∗◦(v∗)−1
// K̃ (S4n−1), (5.3)

is exact.

Remark 5.2.5. As a result of Corollary 4.4.3 we have that K̃ (S4n−1) = 0. Thus the sequence (5.3)
becomes

K̃ (SS4n−1)
ψ−→ K̃ (CH(g ))

φ−→ K̃ (S2n) → 0. (5.4)

Suppose that B4n is the generator of K̃ (S4n) = K̃ (SS4n−1), then we denote bH(g ) for ψ(B4n). Subse-
quently, denote aH(g ) ∈ K̃ (CH(g )) for an element such that φ(aH(g )) = B2n . From this two conclu-
sions about the relations of aH(g ) and bH(g ) can be made.

Lemma 5.2.6. For the introduced elements aH(g )and bH(g ) we have that:

1. a2
H(g ) is a multiple of bH(g ).

2. aH(g )bH(g ) = 0

Proof. First, we prove the first statement: Note that ψ and φ are ringhomomorphisms and that
B2

2n = 0. We have that φ(aH(g )) = B2n and that B2
2n = 0. This implies that a2

H(g ) ∈ ker(φ) = im(ψ) =
〈bH(g )〉. Consequently, there exists λ ∈Z such that a2

H(g ) =λbH(g ).

Next, we prove the second statement: We have that φ(aH(g )bH(g )) = φ(aH(g ))φ(bH(g )) = 0, because
bH(g ) ∈ ker(φ) due to the exactness of sequence (5.4). Then there exists m ∈Z such that aH(g )bH(g ) =
mbH(g ). Hence we find that

maH(g )bH(g ) = aH(g )(aH(g )bH(g )) = a2
H(g )bH(g ) =λb2

H(g ) = 0.
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So, either m = 0 or aH(g )bH(g ) = 0. Note that if m = 0, then by the relation aH(g )bH(g ) = mbH(g ) we
also find that aH(g )bH(g ) = 0. Thus aH(g )bH(g ) = 0.

With the definitions of aH(g ) and bH(g ) we can define the Hopf Invariant.

Definition 5.2.7. The Hopf Invariant of a morphism H(g ) : S4n−1 → S2n is the integer hH(g ) such
that a2

H(g ) = hH(g )bH(g ) in K̃ (CH(g )).

Lemma 5.2.8. The Hopf Invariant is well-defined.

Proof. Let c ∈ K̃ (CH(g )) such thatφ(c) =φ(aH(g )) =B2n . Then there exists n ∈Z such that c = aH(g )+
nbH(g ). Then we also have that c2 = a2

H(g ) + 2n(aH(g )bH(g ) +n2b2
H(g ) = a2

H(g ). Thus, we have that

c2 = a2
H(g ) = hH(g )bH(g ). Hence, we find that hH(g ) is independent of the choice of aH(g ).

Proposition 5.2.9. If S2n−1 admits a H-space structure µ, then the Hopf Construction H(µ) has Hopf
Invariant ±1.

We say that the Hopf construction of a map g is of Hopf invariant one, if hH(g ) =±1.

To prove Proposition 5.2.9 we need some machinery.

Lemma 5.2.10. For A,B ⊆ X topological spaces we have that ∂(A×B) = (∂A×B)∪ (A×∂B) , where ∂
denotes the boundary.

Proof. The proof consists of some basic topological properties for which we refer to [Mun14]. Then,
we can decompose ∂(A×B) as follows:

∂(A×B) = A×B − (A×B)◦

= A×B − A◦×B◦

= (A×B)∩ (A◦×B◦)c

= (
(A×B)∩ ((A◦)c ×X )

)∪ (
(A×B)∩ ((X × (B◦)c)

= (
(A∩ (A◦)c )× (B ∩X

)∪ (
A∩X )× (B × (B◦)c )

)
= (

(A− A◦)×B
)∪ (

A× (B −B◦)
)

= (∂A×B)∪ (A×∂B),

which concludes the proof.

Denote Dn := {x ∈Rn : ||x|| ≤ 1}, then we can decompose the sphere Sn−1:

S2n−1 = ∂(D2n) = ∂(Dn ×Dn) = Sn−1 ×Dn ∪Dn ×Sn−1,

where for the last equality we used Lemma 5.2.10.

Proof of Proposition 5.2.9. We follow the proof of [Hus66, Lemma 2.18.] and [Sty13, Prop. 2.1.5.]
We have that µ : S2n−1 ×S2n−1 → S2n−1 and that the Hopf construction is give by H(µ) : S4n−1 → S2n .
Subsequently, we have the following commutative diagram:

S4n−1 � � ι //

H(µ)
��

D4n

��

S2n � � ι // CH(µ),
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where ι denotes the inclusion morphism. Hence, we obtain a morphismφ : D4n/S4n−1 →CH(µ)/S2n .
Using the boundary and Dn ×Dn = D2n we can rewrite φ as:

Φ : (D2n ×D2n/∂(D2n ×D2n)) −→ (CH(µ)/S2n).

Moreover, note that if we denote Dn+ for the upper hemisphere and Dn− for the lower hemisphere,
then we may write Sn = Dn+∪Dn−.

Next, we consider the following diagram:

K̃
(
CH(µ)

)⊗ K̃
(
CH(µ)

)
// K̃

(
CH(µ)

)

K̃
(
CH(µ)/D2n+

)⊗ K̃
(
CH(µ)/D2n−

)
//

(Lemma 4.3.11) ∼=

OO

Φ∗⊗Φ∗

��

K̃
(
CH(µ)/S2n

)
b∗

OO

∼=
��

K̃
(
D2n ×D2n/S2n−1 ×D2n

)⊗ K̃
(
D2n ×D2n/D2n ×S2n−1

)
∼=
��

// K̃
(
D2n ×D2n/∂(D2n ×D2n)

)

K̃
(
D2n × {∗}/S2n−1 × {∗}

)⊗ K̃
(
{∗}×D2n/{∗}×S2n−1

)∼=
33

The diagonal isomorphism is equivalent to K̃ (S2n)⊗ K̃ (S2n) → K̃ (S4n), which is an isomorphism
due to Corollary 4.4.5. The horizontal morphisms follow from the product, and the morphism b∗ is
stems form the exact sequence in (5.3).

Now it all comes down to diagram chasing. Take the generator B2 = B⊗B ∈ K̃ (CH(µ))⊗ K̃ (CH(µ)),
following the diagram this generator maps to the generator of the ring in the bottom of the diagram.
If we now continue upwards to the right of the diagram via p∗ to the generator of K̃ (CH(µ)) which
equals ±aH(µ). Hence, by the commutativity of the diagram B = ±aH(µ). Consquently, the Hopf
invariant of H(µ), h(H(µ)), equals ±1.

The British mathematician John Frank Adams proved in [Ada60] that one can make the statement
of Proposition 5.2.9 much stronger, which known as the Adams’ Theorem:

Theorem 5.2.11 (Adams’ Theorem). There exist a map f : S4n−1 → S2n of Hopf Invariant ±1, only
when n = 1,2 or 4.

The proof of Theorem 5.2.11 uses the so-called Adams operations (see [Sty13, Thm. 2.2.1]) and the
Splitting Principle (see [Sty13, Thm. 2.2.2]), which goes beyond the scope of this thesis. Hence for a
proof we refer to [Sty13, §2.2.].
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We conclude this thesis by a major result, which is the correspondence between the division al-
gebras and the Hopf fibrations. This result is a consequence of Adams’ Theorem and was already
known by Bott and Milnor in 1958 [BM58]:

S0 ,→ S1 π0→ S1 ∼=PR
S1 ,→ S3 π1→ S2 ∼=PC
S3 ,→ S7 π3→ S4 ∼=PH

S7 ,→ S15 π7→ S8 ∼=PO

1−1←→
R

C

H

O

The correspondence between the Hopf fibration and the division algebras yields from the map given
by the Hopf construction (Definition 5.2.3) of Hopf invariant one. Given the division algebras one
can form spheres which admit a H-space structure. Subsequently, the Hopf construction can be
applied to the continuous morphism that is included in the definition of a H-space. This Hopf con-
struction has Hopf invariant one and corresponds with the known Hopf fibrations. Subsequently,
Adams’ Theorem gives that the four Hopf fibrations are the only maps of the form f : S4n−1 → S2n

that are of Hopf invariant one.
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